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Trend of Mobile Network Design

• Evolution of MobileNet (Howard et al 2017, Sandler et al. 2018, Howard et 
al 2019) Series


• Neural Architecture Search (RL/EA, weight-sharing like one-shot, or 
differentiable)


• Latency-awareness is considered for mobile CPU (Tan et al. 2018)


• Reward: ACC ×(LAT/TAR)w



How MobileNets have changed 

• Increased accuracy


• Less Multi-Adds


• More Parameters 

• Lower latency



Background on Neural Architecture Search

• Search Space Design (Zoph et al. 2017, Tan et al. 2019)


• Searching Algorithms (Reinforcement learning, Evolutionary algorithms, 
Gradient-based)


• Model Evaluation (Incomplete training, weight-sharing via supernet)



Why Mobile GPU-Awareness (MoGA)?

• Latency is a key factor in mobile 
applications (e.g. portrait segmentation real-
time preview)


• Neural models are deployed usually on 
mobile GPUs for faster speed, rather than 
CPU


• CPU is not a good proxy for GPU (low 
correlation)



Problem Formulation
• Goal: lower latency, more parameters (to solve underfitting), higher 

accuracy (MOP)

• Weighted crowding distance in NSGA-II (Deb et al. 2002), care more about 
acc, lat, less for params



Our Search Space Design

• Built on top of MobileNetV3-Large (Howard 
el al. 2019)


• 12 choices at block-level


• Size 12^14



The NAS Workflow

• Train Supernet as in FairNAS (Chu et al. 
2019)


• Get each submodel’s latency with a look-up 
table


• Search with weighted NSGA-II until Pareto-
optimality



Quick Latency Measurement

• Build a Latency Lookup Table based on 
the cost of each block 


• Tool: Mobile AI Compute Engine (MACE) on 
Mi Mix 3. 


• Measurement Accuracy: 0.0571ms RMSE



Searched MoGA Models



Comparison with SOTA Mobile Models

• MoGA-A with 75.9% accuracy with close 
mobile GPU latency to MobileNetV3 
(75.0%)


• MoGA-C has faster speed on mobile GPU 
that MobileNetV3 with higher accuracy 
(75.3%)



Mobile GPU-awareness Analysis

• What do we learn:


• Mobile CPU:  Prefer fewer element-wise 
ops


• Mobile GPU: Allow more percentages on 
element-wise ops



Search Cost Analysis

• 12 GPU days training & searching (200x less 
that MnasNet) 


• For different target platforms,


• Rebuild a latency lookup table


• O(1) cost to run the search (the supernet 
is trained only once)



Why Three Objectives?

• Encouraging more number of parameters 
expands the searched model range, which 
is expected in mobile end



Ablation Study on Search Algorithms

• Search Algorithms


• Weighted MoreMNAS (Chu et al. 2019), a 
variant of NSGA-II with three objectives


• Vanilla weighted NSGA-II with three 
objectives


• NSGA-II with two objectives



Conclusion

• Hardware-specific design is helpful


• Solving with MOP is necessary


• Three objectives expands the searched range


• One-shot supernet is less costly


• Mobile inference framework discrepancy could also be exploited



If you still have some questions, please send emails to us.  
(zhangbo11@xiaomi.com)

Thanks for watching!
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