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Introduction

Speaker Verification System

• i-vector

• X-vector

• D-vector

• G-vector

…

Short-utterance Speaker Verification

• Performance decline dramatically

e.g. (NIST-SRE 2010) i-vector/PLDA EER : 

2.48%(full)  24.78%(5 seconds)
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Introduction

Improvement

• feature extraction techniques, intermediate parameter estimation, speaker model generation, 

score normalization

• teacher-student framework & scoring scheme calibration

• duration robust speaker embeddings

• NN architectures: Inception Net, Inception-ResNet, ResCNN, GANs, …

• Losses: triplet loss, am-softmax, …
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Related Works

cite: Ivector transformation using conditional generative adversarial networks for short utterance speaker verification
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Proposed Approach

Fig. 1.1. Framework of our proposed system
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Proposed Approach

Fig. 1.2. Generator network structure
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Proposed Approach

Discriminator-Related Loss Functions

• conditional wasserstein distance loss

• Fr´echet Inception Distance (fid) loss
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Proposed Approach

Generator-Related Loss Functions

• softmax loss

• triplet loss

• center loss

• cosine loss
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Proposed Approach

Total Loss Functions

• Discriminator

• Generator



Huawei Confidential11

Dataset

Train Set

• subset of voxceleb2

• 1,057 speakers

• 164,716 utterances (randomly cut to 2 seconds vs. original wav)

Test Set

• subset of voxceleb1

• 40 speakers

• 13,265 utterance pairs (randomly cut to 2 seconds and 1 second)
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Experiments

Table 1. System descriptions

𝐿𝑡 ∶ a means that inputs are sampled from both y and g and b means from g only

system 𝐿𝑐 𝐿𝑐𝑜𝑠 𝐿𝑡 𝐿𝑐𝑙𝑎𝑠𝑠 𝐿𝑐𝑤 𝐿𝑓𝑖𝑑

v1 √ √ √ √ √

v2 √ √ √ √

v3 √ a √ √

v4 √ a √

v6 √ √ b √ √

v5 √ a √

v7 √ √ √ b √ √

v8 √ b √ √
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Experiments

Fig. 2. DET performances for different systems

ps : we compute EER by compare embedding cosine distance
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Experiments
• FID loss has positive effect (v1 vs. v2);

• Conditional WGAN outperforms WGAN (v3 vs. v4);

• Triplet loss is preferred (v7 vs. v2);

• Triplet a greatly outperforms triplet b (v3 vs. v8);

• softmax has positive effect (v3 vs. v5);

• Center loss has negative effect (v6 vs. v7);

• Cosine loss has significant positive effect (v6 vs. v8).

system 𝐿𝑐 𝐿𝑐𝑜𝑠 𝐿𝑡 𝐿𝑐𝑙𝑎𝑠𝑠 𝐿𝑐𝑤 𝐿𝑓𝑖𝑑
v1 √ √ √ √ √

v2 √ √ √ √

v3 √ a √ √

v4 √ a √

v6 √ √ b √ √

v5 √ a √

v7 √ √ √ b √ √

v8 √ b √ √
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Experiments

Table 2. Comparison with the baseline system

system 2s-2s 1s-1s

EER(%) minDCF EER(%) minDCF

G-vector 7.557 0.8170 14.133 0.866

ours 7.237 0.7578 13.599 0.881

fusion 7.168 0.7734 13.400 0.866
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Conclusion

• proposed enhanced embedding for short-utterance speaker verification with

Wasserstein Conditional GAN

• validated the effectiveness of a bunch of loss criteria on the GAN training
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Future work

• better GAN structure

• more data

• how to describe distribution similarity in a better way

• GAN inside embedding extraction network

• more training tricks
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