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l Introduction & Motivation
l Definition & Setup
l Different methods in Few-shot learning
l Classic methods and our improvement
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1.Learning quickly is a hallmark of human intelligence

2.Annotation cost

Why few-shot learning(FSL)



What is the N-way-K-shot problem
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Different methods in FSL

1.Data augmentation

2.Meta learning

3.Metric learning



Metric learning in FSL

Prototypical Networks for Few-shot Learning(NIPS2017)

Prototypical networks learn a
metric space in which classification can 
be performed by computing distances
to prototype representations of each 
class.



Deep Metric learning in FSL

Learning to compare: Relation network for few-shot learning (CVPR2018)

Deep CNN Deep CNN



How Relation Network 𝑔! compare
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Bi-attention Compare Network
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Feature ExtractorSupport Set
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Bi-attention Compare Module

transpose

Overview of Bi-Attention Network for a 5-way-1-shot image recognition task (ICASSP2020)

Our method



Experiments
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