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Deep  Speaker Embedding Framework

Deep Speaker Embedding(x-vector)

DNN: cepstral acoustic features      a sequence of encoded vector

a pooling layer: a segment-level representation(embedding); today’s topic

a classifier(softmax or fully connected network): project to speaker ids

outputs at reciprocal a certain layer：embedding feature

Zhiming Wang, Kaisheng Yao, Xiaolong Li, and Shuo Fang 3



Outline

Deep  Speaker Embedding Framework

Pooling: an Overview

the Proposed Pooling Methods

Experiments and Results

Conclusions

Zhiming Wang, Kaisheng Yao, Xiaolong Li, and Shuo Fang 4



Pooling(1): an Overview

Statistics pooling

Self attentive pooling

Multi-head attentive pooling(for increased discriminative information)

Multi-resolution multi-head attentive pooling(for encouraging diversity from 
multiple heads)
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Pooling(2): an Overview

Statistics pooling

mean + std: capture overall information and dynamical variability 

Self attentive pooling

compute importance of each frame

Attentive statistics pooling

mean + std:  using self attentive weight        , NOT in average with       = 1/N
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Pooling(3): an Overview

Multi-head attentive pooling([1])

split the encoded frame into non-overlapping homogeneous sub-vectors

apply attentive pooling on frame sequence of sub-vectors

may ignore possible correlations among different sub-vectors, 

especially for       with small dimensional size
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The Proposed Pooling Methods(1)

Global multi-head attentive pooling

Apply K-head attention over the entire encoded sequence
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The Proposed Pooling Methods(2)

Multi-resolution multi-head attentive pooling(for diversity)

 Increasing T will make             less sharper, thus with lower resolution

 As T      infinity,              = 1/N, average pooling: bridge between attentive and statistical pooling
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The Proposed Pooling Methods(3)

Compared with Povey’s method[6], using a penalty regularization in training 
objective to encourage diversity

attentive weights from different heads are orthogonal: a stronger requirement

not guarantee the approximate orthogonality of attentive weights during prediction

our method:  achieve diversity of extracted speech characteristics through the learned multi-
resolution attentive model
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Experiments and Results(1)

1. dataset: VoxCeleb1

2. input features: 40-dimensional log-Mel filter banks

3. network architecture. 34-layer convolution ResNet

4. loss function: additive cosine margin softmax

5. optimizer: RAdam
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Experiments and Results(2)

Zhiming Wang, Kaisheng Yao, Xiaolong Li, and Shuo Fang 14



Experiments and Results(3)

 multi-resolution multi-head attention

 capture different views of speech characteristics

 less uncertain (lower entropy) in achieving discriminative

information, representative of being more regularized
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Conclusions

 proposed global and multi-resolution multi-head attention

 consistent improvement on top of that achieved with increased number of 
attention heads

Why

 analyzing speech segments as a whole

 multiple views from different attention heads with various resolutions

 improved certainty on each head
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Thank you!

Q & A
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