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Problem Definition

Observations follow a general linear model (GLM)as

y = Hθ + Bφ+ ξ

where
y ∈ RN

H ∈ RN×p and B ∈ RN×t [known]
θ ∈ Rp and φ ∈ Rt [unknown]
ξ ∈ RN : Nominally Gaussian with unknown variance

Let’s define ω = [β>, σ2]> = [θ>,φ>, σ2]> = [θ>,λ>]> and C = [H,B].
The goal is to decide between:

H0 : y : Bφ+ ξ vs H1 : y : Hθ + Bφ+ ξ
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Matched Subspace Detector(MSD)
Using the GLRT framework

TG(y) = 2
N [ sup

ω∈Ω1

N∑
i=1

log (f (yi ,ω))− sup
ω∈Ω0

N∑
i=1

log (f (yi ,ω))] ≥ γ,

MSD1 is given by

LMSD(y) = σ̂2
0 − σ̂2

1
σ̂2

1
=

y>PB⊥PGPB⊥y
y>PB⊥PG⊥PB⊥y ,

where G = PB⊥H and PD = D(D>D)−1D> is the projection matrix.

Disadvantageous
The MSD is not robust against deviations in hypotheses.

1. Scharf-1994: Matched Subspace Detectors
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From KL divergece to α−divergence

MSD is based on the maximum likelihood solution which in large samples
regime (N →∞) is equivalent to

ω̂ML = arg max
ω

1
N

N∑
i=1

log (f (yi , ω)) = arg min
ω

KL (f (y,ω∗), f (y,ω)) .

As an alternative, we propose to use the α−divergence defined as

Dα (g(y, ω∗) ‖ f (y, ω)) = 1
α(α− 1)

[∫
g(y, ω∗)αf (y, ω)1−αdy− 1

]
,

to develop the test. In above, g(y, ω∗) = (1− ε)f (y, ω∗) + εh. When
α→ 1, Dα(.)→ KL(.).
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Proposed Detector
Minimum of α−divergence is

sup
ω

1
N

N∑
i=1

logα (f (yi , ω)) ,

where logα(x) = x1−α−1
1−α . Using the new α−logarithm function in GLRT

framework gives

TGr (y) = 2
N
[

sup
ω∈Ω1

N∑
i=1

logα (f (yi ,ω))− sup
ω∈Ω0

N∑
i=1

logα (f (yi , ω))
]
≥ η,

Lα(y) = 1
N
[ N∑

i=1

wi ,1
σ̂τα,1

−
N∑

i=1

wi ,0
σ̂τα,0

]
≥ η′

where τ = 1− α.
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Parameters of Proposed Detector

For example, in the case of H1

wi ,1 = exp{− τ

2σ2 (yi − ciβ)2},

σ̂2
α,1 =

∑N
i=1 wi ,1(yi − ciβ)2∑N

i=1 wi ,1
.

β̂α,1 =
(
C>W1C

)−1C>W1y.

Similar expressions can be used in the case of H0.
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Results(Simulated data)

The performance is compared to the MSD in point mass noise,
p = t = 2,N = 200, ε = 20%, α = 0.5 and SNR = −10dB. Receiver
operating characteristic (left) and wieghts of first 50 observations (right)
are presented.
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Results(Real fMRI data)

Active area of brain using Proposed detector on BPRFT (top) and ERRFT
(bottom) data1. α = 0.9, H is rank-1 signal (conv(HRF,stimulus)).

1. Seghouane et al.-2017: Sequential dictionary learning from correlated data: application to fMRI data analysis.
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