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1. Introduction
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Depth Imaging
* Depth sensing: determining a 2D surface in a 3D space.
« Methods for depth imaging:

The Velodyne HDL-64E: A 64-channel

— Laser Scanners LiDAR with 120m range, able to deliver up to
. 2.2 x 10° point d with <2
High depth accuracy accuracy'pom s per second with <2cm

* - Mobile parts (rotary mirrors)
* - Hard tradeoff between resolution and acquisition rate
— Stereo Systems
Passive, in presence of enough ambient light

* - Bulkiness: at least two cameras and enough parallax

* - Impossible to find correspondences in textureless scenes o ——
armin2 stereo cameras from Nerian Vision

* - Parallax problem: hard tradeoff between large and small paralaxes Technologies, with baselines of 10 and

25cm.
— Light Coding Technology. Paradigmatic example: Microsoft Kinect (v1)

The PR2, from Willow
Garage, features a stereo
camera pair in its head.
Additionally a Kinect (v1)
was mounted on top.
Image taken at the AIS
Laboratory of the Albert-
.~ = Ludwigs-Universitat

= Freiburg.

Quadcopter with a
Kinect sensor mounted
on it, used to perform
visual odometry and
mapping. Courtesy of
Albert S. Huang.

Microsoft Kinect (v1) sensor, featuring an
RGB camera and a pair NIR-pattern emitter
and NIR camera for depth sensing.
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Continuous Wave Time-of-Flight Imaging
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Commercial CW-ToF Camera Technologies
* Microsoft Kinect (latest release: Azure)

ToF Module —/

Pixel bandwidth: 320MHz
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Commercial CW-ToF Cameras

* Photonic Mixer Device (PMD). Selene module from
pmdtechnologies ag:

Tested with up to 160MHZz
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Pulsed Time-of-Flight Imaging
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Commercial Pulsed CW-ToF Cameras

« Hamamatsu * Analog Devices
S11963-01CR: AD-96TOF1-EBZ:

Max. Pulse width: T=50ns

Pulse width: T=22ns
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Multiple-Path Interference (MPI):

Return from the target
4 Secondary reflection

é Sum of two bounces
wp =lwy 4y

I _. € Phase shift of the
:II = 2wy Al 78um wave (wrong)
o002 - 01 — 0 # A6 # 63 — 6y
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How to Resolve Multiple Paths per Pixel?
« CW-ToF:

— Interference of several sinusoids is also a sinusoid.
Impossible with monotone CW-ToF.

— The scene should be probed at different frequencies.

 Pulsed-ToF:

— Acquisitions at different time shifts between
lllumination Control Signal (ICS) and Demodulation
Control Signals (DCS) are required.

« The Challenge: how to acquire more raw images

within the same acquisition time?
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2. Sensing Model
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* |n the case of reflective MPI, the scene response
function is of the shape:

K—1
2d
h(t) = Z TS(t —ty), tp=—
k=0

C
where t, is the delay undergone by the k™ reflection,

k € [0,K — 1] and I'; is the corresponding attenuation
factor.

« Leti(t) be the illumination signal. Then the signal r(t)
received at the ToF pixel is given by the convolution:
r(t) =i * h(t)
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« If Q > 1 raw images are to be acquired using Q different
DCS p,(t), 1 < q < Q, then the measurements are given

by the cross-correlation:

mg(£) =pg ® 7(t) =p, @ (i * W) = (i ® py) * h(t)
* |n other words, we sample the convolution between the

scene response function and several sensing functions

sq():= (i ® pq)(®)
* |n conventional ToF, Q = 1 and measurements at
different phase shifts are acquired. We focus on Q > 1.
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 Differently from prior work, we aim for a single shot
camera, thus a single measurement per (sub-)pixel will
be acquired:
mlql ==my(t,), t, =0, 1<qg<Q

00

_ f sq(Oh* (=0)dt = (sq(8), h(~D)

* Lets, and h denote discrete versions of sq(t) and h(t) of
size n, then we have the linear model

m = Sh

where m := [m(q)]g=1 and the fat matrix S of size Q X n is

ey

obtained from the vectors 5,, 1 < q < Q.
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3. Single-Shot ToF Cameras
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How can we measure according to Q
different sensing functions?

« Multiplex in time domain (sequential acquisition)
— Problem: linear growth of acquisition time

« Multiplex in spatial domain. Our alternatives:

1. Multi-Aperture Ultra-High-Speed (MAUHS) CMOS
Image Sensor (CIS)

2. Multi-tap Macro-Pixel-based Ultra-High-Speed CIS
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Multi-Aperture (MA) Macro-Pixel (
Multi-aperture Macro-pixel
Shutter Per aperture Per subpixel
Disparity Exists -
Lens Special lens array Ordinary lenses
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Lateral electric-field
charge modulator (LEFM)

Conventional CMOS pixel

Potential

-

Potential

-

- é]aw charge transfer - Fast charge transfer
- Return charges - No return charges
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PLL j AP controller

Capture AP
P — Clock addressing Aperture
control controller module -~
! . utter
o] | s T trigger || Ly 2
rigger || v %%
o|| 8 —l ‘ ‘ ‘ ‘ LEFM drivers
| S |~ Multi-Aperture
A8 - (5x3)
>|© — ‘ ‘ ‘ Pixel array
Column-parallel (64 <108
___CDS and ADCs __ pixels)
H scanner
AP: Aperture
P Readout circuit ‘ l ‘ ’
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' Light trigger

Clock tree
XX
LEFM drivers
) seeeee

Macro-pixel
array

Shutter controller

N eeeees
LEFM drivers
N o0
Clock tree

Capture Readout
control circuit

Macro-Pixel

2 X 2 subpixels
X 4 taps
= 16 taps

4-tap LEFM with drain

ain B
pe G3 FDE:::
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How do the sensing functions of MP
pixels look like?

1

| Empirical sensing

zz i | functions s () of
| 12 of the Q =
O 1 16 available taps
=06 ' 1 of our MP ToF
Sosf | {1 sensor
?0.4—

o
w

o
N
i

60

Time [ns]
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Time[ns]
Y. Shirakawa et al., MDPI Sensors 20, Article 1040 (2020).
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4. Parametric Estimation
from Fourier Samples
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 How to Extract the Fourier Samples?
()= sh (G)=ah y=BH y~I[BlqaHg

Linear )
Rotation Ffn ~
Measurements

A=RS B=F,A" Q] <Q
R orthonormal

« Parametric estimation from Fourier samples:
— From the sparse scene response model we have:
K_

Lot We use a robust variant of Prony’s
Hy = Z [, e"“°% method to obtain {T}, t; }5_, from

Hq in a closed form.

Moore-Penrose
Pseudoinverse

that is, the elements of #, are samples of a sum of sinusoids, and
the problem of sparse estimation in a high-dimensional domain
boils down to estimating the frequencies of a sum of K sinusoids
given N > 2K + 1 samples. — Classical Spectral Estimation!
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5. Experimental Results
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Synthetic Experiments with Real Sensing Functions:

jib Floco'nstruct.od Targ.ow vs. (.iround '-Truth 45 Rocc:nstruct.ed Targ.ou vs. (.iround "I'ruth
1l e ®» 1} (45! ©
EO.B Eo.a ¥
- B 0 =16, T = 141.6ns,
ELOA ELOA Step SIZG 8.85nS —
02 02 1.33m resolution.
o 4 2 = & B or F s s & s With our parametric
i e estimation approach, we
Ad = 1.20m Ad = 1.05m b t ¢
i5 Reconstructed Targets vs. Ground Truth it Reconstructed Targets vs. Ground Truth O Serve arge
: separation failure for
1t (o} 1} ] Q
508 508 A S 060m'
800 ¥ | 5. l For a single target,
Eos - { reconstruction is exact.
% o5 1 5 2 25 3 % o5 1 5 2 25 3
Depth [m] Depth [m]

Ad = 0.90m Ad = 0.75m

ey



: " UNIVERSITAT
ICASSP2020 @ SIEGEN

SHIZUOKA UNIV.

— | 1.1 or 1.9m
Objective light €

I
I
Interference light /
N

Yy _

Single-shot A ——t——z——tg}—————— _
foF camera 2 Interference Objective
g light light
Mirror with |_[/ | U/i
a window Transparent Mirror
acrylic plate

Impulse light source
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Real Experiments: Multl-Aperture (MA) Sensor, Q = 15:

error at 1.10m — Ad = 0 80m

error at 1.90m — Ad = 1 60m
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Real Experiments: Macro-Pixel (MP) Sensor, Q = 12:

Mirrorat 1.10m — Ad = 0.80m
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Summary of Results with Real Data:
* For single-path ToF imaging:

— Very accurate reconstruction, down to ¢ = 1.67cm — ~ X 102
superresolution factor

* For two-path ToF imaging:

— The two paths can be identified and, for some pixels, properly
separated.

— For the pixels selected in the previous figures, we observe depth
differences between path 1 and 2 that are similar to the ground

truth:
Ground Truth MA-ToF MP-ToF

Ad =0.80m Ad~0.82m  Ad~0.80m

Ad =1.60m Ad~1.65m Ad~1.49m
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5. Conclusions




= O UNIVERSITAT
ICASSP2920 @ "SIEGEN

SHIZUOKA UNIV.

* |n ToF imaging, retrieving more than a single depth per pixel
requires multiple raw images per frame.

« Time-domain multiplexing precludes real-time operation.

 We have proposed using two hardware architectures to attain
single-shot ToF imaging, namely:
— Multi-Aperture ToF arrays (MA)
— Muti-tap Macro-Pixel ToF arrays (MP)

* Instead of adopting a classical time-gating formulation, which ties
the temporal resolution to the number of samples, we propose a
formulation in Fourier domain and solve the problem using a fast
and robust parametric spectral estimation method.

* Results from both realistic simulations and experiments using real
MA and MP prototypes have unveiled the potential of our method,
showing superresolution factors up to ~ 102.
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Thank you for
your Attention!

Don’t hesitate forwarding your questions to:
heredia@zess.uni-siegen.de




