Introduction

* Independent Vector Analysis (IVA) faces outer permutation
ambiguity

e Fast-converging optimization algorithm for IVA based on

Majorize-Minimize (MM) algorithm is available

Algorithm

Bayesian Model
e Frame index ne {1,..., N}, frequency binindex f € {1,... F}
and channel index k € {1,... K}
* Separation model (recorded signals x; ,, separated signals y; )
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Contribution:

e Bayesian framework for incorporation of prior knowledge on
demixing vectors that guides the optimization to a desired solution

* Fast-converging MM-based optimization algorithm

Update Rules
e Minimize cost function J(W)
e MM principle: Design easy-to-optimize upper bound Q
fulfilling majorization and tangency to the cost function J

Jow) <@ (W), g (W) = @ (W)
* Inequality for supergaussian PDFs [1]
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with weighted microphone signal covariance matrix
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* Posterior density
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where W, ), X contain all Wy, y¢ , and X; ,,, respectively
* Noiseless likelihood (i.i.d. over frames & frequencies)
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* Incorporation of prior knowledge: here free-field steering
vector h K=1 | |
f ( - ( H) ) e Optimization of Q by update rules based on iterative
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Experiments

Room 1: Tgo = 50ms Room 2: Tgo = 200 ms Room 3: Tgp = 400 ms § 100
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O g * RIRs measured at three different configurations
@ e Laplacian source model, determined 2 x 2 scenario

10 20 30 10 20 30 10 20 30« Guided auxIVA: \g = 1073, 02 = 02 = 40
SNR/[dB] — SNR/[dB] — SNR/[dB| — » Guided gradIVA [2]: step size = 0.05, weighting = 0.5
Conclusion References

1 N. Ono, Stable and Fast Update Rules for Independent Vector Analysis Based on Auxiliary
Function Technigue WASPAA, 2011.

2 A. Khan et al. A Geometrically Constrained Independent Viector Analysis Algorithm for Online
Source Extraction LVA/ICA, 2015.

3 A. Brendel et al. A unified Bayesian view on spatially informed source separation and extraction
based on independent vector analysis, https://arxiv.org/abs/2001.05958

* Demixing filters are equipped with prior knowledge
e Optimization scheme as fast as auxIVA

e Adaptation guided to desired solution = outer permutation
ambiguity solved

Research Unit FOR2457 “Acoustic Sensor Networks”
Work supported by DFG under grant Ke890/10-1


http://upb.de/asn

