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Motivation

• Although existing approaches consider to exploit 3D scene geometry 
information and can infer flow, depth and camera pose in a unified 
network, these approaches ignore capturing global channel and spatial 
dependencies during feature learning and lack the ability to exploit 
rich contextual information.
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Many works are proposed to joint learning of depth, optical flow and camera pose. 
However, these approaches ignore capturing global channel and spatial dependencies during 
feature learning and lack the ability to exploit rich contextual information.



Our Main Contributions

• We combine an adaptive feature refinement module and a unified 
framework for joint learning of optical flow, depth and camera pose 
estimation in an unsupervised setting.

• The feature refinement is conducted on both optical flow an depth 
tasks for boosting the quality of flow and depth map.

• We observe that our proposed network can achieve comparable results 
on KITTI dataset.
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Feature refinement module
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Dataset

KITTI dataset

• Unlabeled monocular image 
sequence for training. 
(Autonomous Driving Scenarios )



Quantitative Results (Depth)



Quantitative Results (Optical flow and camera pose)



Ablation study



Visual Samples (Depth map)
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Visual Samples (Flow map)
OursYin et al. Image 2Image 1 Ground truth



Conclusion
• In this paper, we introduce an adaptive feature refinement into multi-task 

learning based framework for depth, optical flow and camera pose 
estimation.

• The entire network is accomplished in two parts. The first part is design to 
estimate depth and camera pose, and further calculates rigid flow. The 
second part is design to estimate the incremental flow. Moreover, the feature 
refinement module is embedded into depth and flow sub-networks, which 
can draw global dependencies along channel and spatial aspects.

• To verify the effectiveness of our method, we conduct comprehensive 
experiments on KITTI dataset. The experimental results show that our 
model can achieve comparable results on depth, flow and camera pose tasks.



Q&A

If you have any questions, please contact us for more details.
Thank you!

E-mail: zmlshiwo@outlook.com, xiangxuezhi@hrbeu.edu.cn
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