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 The multi-objective learning framework based on MMSE criterion (MMSE-
MOL-DNN) has been found one problem.

• the values of the prediction errors vary greatly among different target feature
types.

 Extend the maximum likelihood approach based on the generalized gaussian
distributions (GGD) model to the multi-objective learning for DNN-based
speech enhancement (ML-MOL-DNN).

• Adjust the dynamic range of prediction error values on different targets
automatically.

• Update the shape factors of objective function in GGD model automatically.
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The values of the prediction errors in MOL framework based on MMSE criterion
vary greatly among different target feature types.

Three types of target features:

LPS: 257-dims

IRM: 257-dims

MFCC: 41-dims

Average prediction error:
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 The derivation for ML-MOL-DNN

• The conditional likelihood function of all types of target features can be seen as a
product of the likelihood functions of single target feature (formula (a)):

• In GGD model, the joint distribution for all dimensions at sample index n of s-th
feature (formula (b)):
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 The derivation for ML-MOL-DNN
• Assuming the distributions in formula (b) are drawn independently in different

samples, the corresponding likelihood function is (formula (c)):

• Accordingly, the log-likelihood function can be written as (formula (d)):
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 The derivation for ML-MOL-DNN

• The corresponding loss function (formula (e)):

• The update formula of scale factor can be derived as (formula (f)):

ML-MOL-DNN can naturally reduce the difference in prediction error values 
among different types of target features by scale factor.
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 Update of shape factors (MLkurtosis-MOL-DNN)
• The kurtosis of each dimension of s-th feature prediction error vector is defined 

as (formula (g)):

• Meanwhile, the kurtosis above can also be calculated as follows in GGD (formula 
(h)):
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 Experimental setup

• Data set: WSJ0 corpus

• DNN: 3 hidden layers with 2048 nodes for each layer

• All models:
MMSE-MOL-DNN
ML-MOL-DNN
ML-MOL-DNN with shape factors 1 (ML111-MOL-DNN)
ML-MOL-DNN with shape factors 2 (ML222-MOL-DNN)
ML-MOL-DNN with updating shape factors (MLkurtosis- MOL-DNN)
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 Evaluation on ML-MOL-DNN

• The comparison of learning curves 
between MMSE-MOL-DNN (denoted 
as MMSEMOL) and MLkurtosis-MOL-
DNN (denoted as MLkurtosis).

• The MLkurtosis-MOL-DNN can 
achieve better convergence than 
MMSE-MOL-DNN in all types of 
target features.
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 Evaluation on ML-MOL-DNN

• The comparison of average prediction error values among MMSE-MOL-DNN (denoted as 
MMSEMOL), ML222-MOL-DNN (denoted as ML222), ML111-MOL-DNN (denoted as 
ML111) and MLkurtosis-MOL-DNN (denoted as MLkurtosis).

• ML-MOL-DNNs can better control the dynamic range of prediction error values among 
different types of target features.
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 Shape factors update results

• The change of shape factors after dimension averaging in MLkurtosis-MOL-
DNN under different types of features (LPS, IRM and MFCC) with respect to 
the epoch.

• The shape factors are gradually becoming smaller during the training 
process, this means the kurtosis becomes larger.
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 Overall comparison

• PESQ for measuring speech quality.
• STOI for measuring speech 

intelligibility.
• SSNR (dB) and LSD (dB) for evaluating 

signal differences in the time domain 
and the frequency domain.
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 Conclusion
• Compared with the MMSE-MOL-DNN, the ML-MOL-DNNs can adjust the

prediction error values under different types of features automatically and
achieve performance improvement.

• Compared with the ML-MOL-DNNs with fixed shape factors, the proposed
MLkurtosis-MOL-DNN can achieve consistent improvements on four evaluation
metrics.

 Future work
• Introducing more types of complementary features and apply the ML-MOL-DNN

approach to multi-objective learning and ensembling models with compact
neural network architectures.
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Thanks for listening!

If you have any questions about this paper, 
welcome to ask and I will answer them.
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