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Large-scale Datasets

Large-scale Datasets

Figure 1: Large-scale dataset can be found everywhere in our lives

Feiping Nie, Shenfei Pei, Rong Wang, Xuelong Li (OPTIMAL)Fast Clustering April 17, 2020 4 / 26



Large-scale Datasets

Large-scale Datasets

Why Clustering?

Clustering has no requirement on data.

Collecting unlabeled data is easy.

Figure 2: Supervised Learning and Unsupervised learning
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Introduction to Clustering Definition of clustering

Introduction to Clustering

Definition of clustering

Clustering is the task of grouping a set of objects in such a way that
objects in the same group are more similar (in some sense) to each other
than to those in other groups.

Figure 3: Schematic diagram of clustering
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Introduction to Clustering Related work

Introduction to Clustering

Related work

The family of spectral clustering methods gains the most popularity.

Despite its good performance, the time and space complexity of SC
are O(n3) and O(n2), respectively.

Much effort has been devoted for accelerating the spectral clustering
algorithm, in recent years.

Figure 4: Related work
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Motivation

Motivation

Key observation

Bipartite spectral graph partition (BSGP) is the most famous
co-clustering algorithm because of its remarkable performance.

The similarity between the sample and the anchor can be treated as
another description of sample.

Recent studies have shown that using anchor graph to construct
similar matrix can still yield promising results.

Figure 5: From BSGP to our model
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Motivation

Our model

According to BSGP, it is not difficult to get our model (replace the data
matrix X with the similarity matrix between samples and anchors B).

min
Y ∈Φ(n+m)×c

c∑
k=1

yTk Lyk

yTk Dyk

where L = D −W , D is a diagonal matrix, Dii =
∑n+m

j=1 Wij ,

W =

(
0 B
BT 0

)
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Our Model

Our Model

Derivation

min
Y ∈Φ(n+m)×c

c∑
k=1

yTk Lyk

yTk Dyk
(1)

min
Y ∈Φ(n+m)×c

Tr(Y TLY (Y TDY )−1) (2)

max
Y ∈Φ(n+m)×c

Tr(Y TWY (Y TDY )−1) (3)

Taking Y T =
[
P T QT

]
into Eq. (5.3), we have

Y TWY = P TBQ + QTBTP (4)

Y TDY = P TD(1)P + QTD(2)Q (5)

where D(1) and D(2) are both diagonal matrices, D
(1)
ii =

∑m
j=1 Bij ,

D
(2)
jj =

∑n
i=1 Bij
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Our Model

Our Model

With those notations in Eq. (4) and Eq. (5), the problem in Eq. (3) can be
rewritten as follows:

max
P∈Φn×c,Q∈Φm×c

Tr(P TBQ(P TD(1)P + QTD(2)Q)−1) (6)

Relaxation

We relax the problem in eq. (6) into the following form by adding two
terms Tr(T−1P TPT−1QTQ) and Tr(BTB), where T represents
P TD(1)P + QTD(2)Q.

min
P,Q
‖B − P (P TD(1)P + QTD(2)Q)−1QT ‖2F (7)
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Our Model

Our Model

Relaxation

min
P,Q
‖B − P (P TD(1)P + QTD(2)Q)−1QT ‖2F

⇓
min
P,Q,S

‖B − PSQT ‖2F , (8)

s.t. P ∈ Φn×c, Q ∈ Φm×c, S ∈ Rc×c

The optimization problem in Eq. (8) can be solved using standard
techniques (alternating minimization).
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Optimization

Optimization

Update S

min
S∈Rc×c

‖B − PSQT ‖2F . (9)

Let J(S) denote the objective function in Eq. (9). The derivative of J(S)
with respect to S is as follows:

∂J(S)

∂S
= −2P TBQ + 2P TPSQTQ. (10)

By setting the derivative of the objective function with respect to S to
zero, we have

Sij =
(P TBQ)ij

(P TP )ii(QTQ)jj
. (11)
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Optimization

Update P

min
P∈Φn×c

‖B − P (SQT )‖2F . (12)

The solution can be determined by

Pij =

{
1 j = argmink‖Bi − (SQT )k‖22,
0 otherwise.

(13)

Update Q

min
Q∈Φm×c

‖B − (PS)QT ‖2F , (14)

The solution is determined by

Qij =

{
1 j = argmink‖Bi − (PS)k‖22,
0 otherwise,

(15)

where Bi((PS)k) denote i-th (k-th) column of B(PS).
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Optimization

Algorithm

Algorithm 1: Algorithm to solve the problem in Eq. (8)

Data: Date matrix X ∈ Rn×d, the number of anchors and nearest
neighbors;

Result: Indicator matrices P and Q
Construct B according to [21] and initialize P and Q in a random way;
while not converge do

Compute S by Eq. (11) ;
Compute P by Eq. (13) ;
Compute Q by Eq. (15) ;

end
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Optimization Contributions

Contributions

Pros

The limitation of collaborative clustering can only be applied to
specific scene can be broken by introducing anchor-based strategy.

The final clustering result can be obtained directly without any
post-processing

The time and space complexity of FCDMF are both linear with
respect to the number of samples.
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Experiments

Experiments

Comparison methods

Traditional Spectral Clustering (SC) (NIPS-2002)

Scalable Spectral Clustering with cosine similarity (SSC) (ICPR-2018)

Improved Anchor-based Graph Clustering based on multiplicative
update optimization (AGC-I) (RS-2019)

Fast Spectral Clustering with anchor graph for large hyperspectral
images (FSC) (GRSL-2017)

Large scale Spectral Clustering via landmark-based sparse
representation (LSC) (TC-2015)

Fast Clustering with co-clustering via Discrete non-negative Matrix
Factorization (FCDMF) (Our method)
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Experiments

Conclusions

Conclusions

Our model relaxed the original objective function to a non-negative
matrix factorization problem.

In our model, the final clustering result can be obtained directly
without any post-processing.

An efficient optimization algorithm whose time and space complexity
are both linear with respect to the number of samples

Substantial performance
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Experiments

Thanks for Listening!
Questions?
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