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Yi= QX w, Numerical Results
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where ux(9Y = 0, the
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We will be assuming that x, and x, are drawn from a joint GMM, characterized I,2and k = 1,2. | | | | | |
by underlying class labels C, € {1,...,K,} and C, € {1,..., K,}, obey the joint —005 0 10 20 30 10 50 60
probability density function (pdf): 1/6° (dB)
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The covariance matrices are assumed to be possibly low-rank, and we denote \\as suboptimal case. /
such ranks by rx® = rank(Zx9 ), rx (b0 = rank(Zx (0 ) and rx.00 = rank(Zx.0-9) ).
_ _ : * Real Data
Pr OJ ection Ker N el DeS | g N We consider signal of interest x; 1s 512*512 image “Lena” and side

information x, 1s 128*128 image of the same image. A 20-classes joint GMM
distribution describing x,; and x, 1s trained via EM algorithm. Below figures
report reconstruction results with m; = 15 from each patch and with noise level
o’= - 60 dB. In particular, result (¢) is produced by using suboptimal design
measurement.
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Conclusions

* Sharp necessary and sufficient conditions for reliable reconstruction.

* Conditions for reliable reconstruction with designed projection kernels are the same as those for random projection kernels.

* Projection design guarantees significant reconstruction error reduction at finite noise levels.

 Side information at both encoder and decoder does not reduce significantly the reconstruction error with respect to side information at the decoder only.
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