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Image Super-resolution 
Single image super-resolution:
Reconstruction of a HR image X given its LR version Y

Multimodal image super-resolution:
Reconstruction of a HR image X given its LR image Y guided by a HR image Z from another modality

High-resolution Low-resolution 

Blurring 
operator 

Downscaling 
operator 

Image super-resolution 

Modality 1 LR
Reconstruction 
for Modality 1

Modality 2 HR
Reconstruction 
for Modality 2

Signal fusion 

Different signal modalities:
• RGB
• Depth
• NIR
• Thermal
• Multi- / Hyper-spectral Imaging
• Medical Imaging
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Single image super-resolution with convolutional sparse priors

Approximate convolutional sparse coding (ACSC): 

Shrinkage function:

LR image:

HR image:

Assumption: LR image    and HR image      share the same sparse representation

Shared sparse features from:
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Multimodal image SR via convolutional sparse coding with side 
information

Learned multimodal convolutional sparse coding (LMCSC) for solving the problem above: 

Shrinkage function (LeSITA operator):

LR image (modality 1):

HR image (modality 1):

HR side info (modality 2):
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Existing methods for multimodal image SR
Analytical methods: Taking the structure of the signal into account

These methods are explainable 

Computationally expensive at training and inference

Not practical in case of very large datasets

Deep learning methods: State-of-the-art performance

Fast inference 

Structure of the signal is not considered 

The intermediate steps are not interpretable

Deep Unfolding methods:
Interpretable structure

Neural network architecture, fast inference

[J. Yang, J. Wright, T. Huang, Y. Ma 2010]

[Z. Wang, D. Liu, J. Yang, W. Han, T. Huang 2015]

Does not consider advances in deep learning

Our goal is designing a deep network that: Considers the structure of the signal and the prior knowledge

Follows the advances in deep learning 

Fuses the signal representations using a principled method

The fusion is performed blindly by a concatenation or linear combination
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Main components for the network design

ACSC for the convolutional sparse feature map extractor

LeSITA for the fusion of the modalities

A dual state RNN to obtain the HR representations  

A convolutional dictionary to reconstruct the HR image
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Network design
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Experimental results
Super-resolution of Multi-spectral images with the help of an RGB image.

Super-resolution of NIR images with the help of an RGB image.
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Experimental results
Super-resolve a NIR image with the help of an RGB image and the error maps.

CoISTA [15] LMCSC [19] proposed
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Conclusion

Key properties of the proposed network:

• Convolutional sparse maps as intermediate features 

• Does not rely on bicubic interpolation for LR image initialization

• Exploits the advances in deep learning

• Leverages the benefits of deep unfolding designs 

• Employs coupled sparse priors for signal fusion 

• Reconstructs the entire image at once rather than extracted patches



Thank you for your time!


