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Background: Semantic segmentation task
Image semantic segmentation aims to assign semantic labels to every pixel in an image



Background: Applications

Automatic drive

Photograph

Medical diagnosis

Saliency DetectionInstance segmentation Human parsing



Background: Fully convolutional network (FCN)

32X bilinear interpolation

Fully convolution

Missing small objects and details

Consecutive down-sampling operation

Fully convolution

Inconsistent prediction in big objects



Background: Contextual information
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Multi-scale Context: aggregate multi-scale contextual information equally

Relation Context: self-attention mechanism captures the long-range dependencies between pixels
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Method: the defect of self-mechanism



Method: Point set attention network (PSANet)

Point set: current pixel and pixels in its neighborhood

Mask: pixels with the same class as current pixel would response highly



Method: Point set attention network (PSANet)

1. Generate mask feature P

2. Apply a mask convolution on feature 
B with mask feature P, obtaining an 
updated feature Q

3. Model the relation between updated 
feature Q and context feature D  
with self-attention mechanism 

4. Adopt M-Loss to regularize the 
training



Content

1. Background

2. Method

3. Experiments

4. Conclusion



Experiments: Ablation experiments



Experiments: Compare with state-of-the-
art methods
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Conclusion

Main contribution:

(1) We propose a Point Set Attention Network (PSANet) to improve self-attention mechanism in 
noisy pixels and generate intra-class common features for semantic segmentation.

(2) We introduce context-aware mask feature to assist pixels to contribute intra-class mutual 
improvement.

(3) The proposed PSANet achieves state-of-the-art performance on Cityscapes and PASCAL 
Context datasets. In particular, PSANet obtains 81.5% mIoU on Cityscapes test set without using 
coarse data and 55.1% mIoU on PASCAL Context validate set.
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