
 

 

  

 

 

 

 

 

 

 

  

 

 

  

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

 

  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 
 
 

NONCONVEX COMPRESSIVE SENSING RECONSTRUCTION FOR TENSOR 

USING STRUCTURES IN MODES 

• This work focuses on the reconstruction of a tensor captured using Compressive Sensing (CS). 

• Compared to CS, Tensor CS (TCS) does not involve any vectorization, hence has the benefits of easing hardware 

implementation, reducing the amount of storage and preserving multidimensional structures of signals. 

• We propose to exploit diverse structures along each dimension (i.e., mode) of a tensor during the reconstruction. 

• The proposed multi-structure optimization problem is solved by ADMM, in which nonconvex reconstruction is employed. 

• We derive to reduce the memory requirements and computation loads encountered for the recovery of large scale tensors. 

• The proposed approach improves the reconstruction accuracy by providing the flexibility of involving various structures. 

1. Problem Formulation 

2. TCS Recovery Using Structures in Modes 

   

 
  

3. Nonconvex Recovery for Tensors with Low 

rank and Sparse Modes 

4. Simulation Results 
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(a) MRI; (b) HSI 

p=0.5. 

Blue: Sparse & Low 

rank 

Red: Sparse 

Black: Low rank 

(a) MRI (128x128x128); 

sampling ratio: 0.3; 

p=0.5. 

(b) HSI (1024x1024x32); 

sampling ratio: 0.1; 

p=0.5. 

Accuracy and running time 

comparison for HSI; 

sampling ratio: 0.2. 

To take advantage of the various 

structures in tensor modes, one can 

define various dictionaries and norms 

for different modes, provided that the 

proximity for the norms can be 

calculated.  

* 

* 

The update equation (7) involves 

derivation of efficient calculations. 

See the article for details. 


