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We propose six machine learning (ML)-based intra-prediction
modes to increase the granularity of intra-prediction in modern
video codecs for lossless compression.
Each mode is based on a 1-layer overfitted fully-connected
neural network (FC-NN – see Fig. 1) and predicts a block in
column-wise or row-wise manner (see Table 1 and Fig. 2).

ü No need for an offline training process.
ü No need to signal any learned parameters to the decoder.

Fig. 1: A d-dimensional feature vector (FV), zi, is used to predict a k-
dimensional vector, pi = h( !𝐲 i), where h() is the Sigmoid activation
function. Matrix W contains the weights to compute vector !𝐲i from zi.

The feature vector (FV) for each FC-NN is computed by
averaging k/2 subsets of three reference samples (see Fig. 3).

Each FC-NN is allowed to overfit on the current frame by
predicting all blocks (see Fig. 4). Matrix W is initialized to zeros
at the encoder and decoder, which allows to replicate the
optimization process at the decoder. The loss function used is:

Table 1: Proposed ML-based modes that emulate several directions.

Fig. 2: Modes H2 and V2 require flipping the block before prediction.
Modes D and AD require flipping the block twice before prediction. Sr,c is
the pixel location at row r and column c of the current block.

Fig. 3: Example FVs to predict (left) columns of size k = 8 and (middle)
rows of size k = 4. Rr,c denotes the reference at row r and column c.
(Right) Each element in a FV is the average of three reference samples.
FVci and FVri denote, respectively, the FV for the ith column and row.
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Fig. 4. Intra-prediction of a frame with 15 blocks using ML-based mode
H. After predicting the ith column with W(i), this matrix is updated using
gradient descent to produce W(i+1) to predict next column. In this
example, W is updated 5 times per block (75 times in total) regardless of
how often mode H is selected as the best mode by the encoder.

• We use 1800 frames (Y-component) of several sequences.
• Three mode selection processes with k×k blocks, k ∈ {2, 4, 8,
16, 32, 64}, that select the mode that produces the residual
block with the smallest energy (see Table 3 and Fig. 5)

1. Process A: 35 HEVC modes + 6 ML-based modes.
2. Process B: 29 most-frequently used HEVC modes +
6 ML-based modes.

3. Process C: only 35 HEVC modes.

ü Our approach yields improved prediction for all block sizes.
ü The larger the block size, the higher the performance.

Table 3: Average prediction differences (PSNR - dB) for block size k×k.

Fig. 5: Process A's distributions of modes for all classes for different
block sizes k×k, sorted by mode index. From top to bottom and left to
right: k = {2, 4, 8, 16, 32, 64}. Orange is used for the proposed ML-based
modes, and Mi denotes the ith HEVC mode. HEVC modes with a choice
fraction below 0.02 are not labeled to improve readability.


