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Static & dynamic techniques

• Static coding

• Prelude: Probability distribution.

• Dynamic backward looking coding (b-adp)

• Prelude: Negligible, no description of the model is needed.

• Dynamic forward looking coding (f-adp)

• Prelude: Exact frequencies of the elements.



Weighted coding

Given a file 𝑇 = 𝑇[1, 𝑛] of 𝑛 characters over an alphabet Σ .

Define a general weight 𝑊 𝑔, 𝜎, ℓ, 𝑢 :

• 𝑔: 1, 𝑛 ⟶ ℝ+

• 𝜎 ∈ Σ

• 1 ≤ ℓ ≤ 𝑢 ≤ 𝑛 boundaries of an interval.

𝑊 𝑔, 𝜎, ℓ, 𝑢 = ෍
ℓ≤𝑗≤𝑢

𝑇 𝑗 =𝜎

𝑔(𝑗) .



Weighted coding - example

𝑊 𝑔, b, 2,8 = ෍
2≤𝑗≤8

𝑇 𝑗 =b

𝑔(𝑗) =

𝒊 1 2 3 4 5 6 7 8 9 10

𝑇 d a b c d c a b b a

𝑔(𝑖) 1 4 2 8 3 5 6 3 1 7



Weighted coding - example

𝑊 𝑔, b, 2,8 = ෍
2≤𝑗≤8

𝑇 𝑗 =b

𝑔(𝑗) = 5

𝒊 1 2 3 4 5 6 7 8 9 10

𝑇 d a b c d c a b b a

𝑔(𝑖) 1 4 2 8 3 5 6 3 1 7



Generalization

The constant function: 𝕝 ≡ 𝑔 𝑖 = 1 for all 𝑖.

• Static coding:

𝑊 𝕝, 𝜎, 1, 𝑛

• Backward adaptive coding:

𝑊 𝕝, 𝜎, 1, 𝑖 − 1

• Forward adaptive coding (f-adp):

𝑊 𝕝, 𝜎, 𝑖, 𝑛

𝑖

b-adp f-adp

static static



Coding example for 𝑇 = 𝑎32𝑏32𝑎
T
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Forward weighted coding

Relative to position 𝑖, using a decreasing function 𝑔:

𝑊 𝑔, 𝜎, 𝑖, 𝑛 = ෍
𝑖≤𝑗≤𝑛

𝑇 𝑗 =𝜎

𝑔(𝑗)

• Increased consideration to closer locations in front.

• Heavy prelude

• Exact weights of the elements.



f-weight (example)

On our example we applied: 𝑔 𝑖 = 1.15𝑛−𝑖

𝑊 1.15𝑛−𝑖 , 𝜎, 𝑖, 𝑛 = ෍
𝑖≤𝑗≤𝑛

𝑇 𝑗 =𝜎

1.15𝑛−𝑖

T
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F-weight (example)

T
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Backward weighted coding

Relative to position 𝑖, using an increasing function 𝑔:

𝑊 𝑔, 𝜎, 1, 𝑖 − 1 = ෍
1≤𝑗≤𝑖−1

𝑇 𝑗 =𝜎

𝑔(𝑗)

• Increased consideration to closer locations from behind.

• Negligible header



Sliding window

• An active window of size 𝑘, determined by the interval

𝑖 − 𝑘, 𝑖 − 1 for position 𝑖.

• Ignores the beginning of the input file.

𝑔 𝑗 = ቊ
1 𝑖 − 𝑘 ≤ 𝑗 < 𝑖
0 otherwise



Division by 2

• Nelson (1996) rescaled the weights from time to time, to make sure 

that each character frequency may be represented by 16 bits.

• He noted that division by 2 also improves the quality of the 

compression.

• Not completely ignore the beginning, but rather gives them less 

importance than closer ones.



b-2

• b-2  is a different backward method based on the division by 2.

• Uses some fixed number 𝑘 of characters between the division points, 

rather than letting this number be controlled by technical issues.

𝑔b−2 𝑖 = 2
𝑖−1
𝑘 = ቊ

1 1 ≤ 𝑖 ≤ 𝑘
2𝑔b−2 𝑖 − 𝑘 otherwise



b-weight

• Refined version of 𝑔b−2, rather than using

the same values within a block. 

• A fixed ratio between adjacent indices. For 𝑖 ≥ 1

𝑔b−weight 𝑖 =
𝑘
2

𝑖−1

• The fixed ratio of 2 between blocks is also maintained:

𝑔b−weight 𝑖 + 𝑘 = 2 ∙
𝑘
2

𝑖−1
= 2𝑔b−weight 𝑖



Comparing methods for 𝑇 = 𝑎32𝑏32𝑎
T
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Running example - summary

• Storage requirements of the encoding methods on 𝑇 = 𝑎32𝑏32𝑎:



Choosing the constant k

• Choosing the constant 𝑘 for b-2 and b-weight is a trial-and-error 

process.

• A trade-off between processing time and compression performance.

• Our experiments indicate that preprocessing even a small prefix of 

the file suffices to find satisfying values of 𝑘.



Analysis

• Evaluate the ratio, for 2 ≤ 𝑖 ≤ 𝑛:

𝑝 𝑔, 𝑖 =
𝑔 𝑖

σ𝑗=1
𝑖−1 𝑔 𝑗

• For b-adp, 𝑝 𝕝, 𝑖 =
1

𝑖−1
⟶ 0

• For b-2 and given constant 𝑘, for 𝑖 large enough, 𝑝 𝑔b−2, 𝑖 ∈
1

2𝑘−1
,
1

𝑘

• For b-weight and given constant 𝑘, 𝑝 𝑔b−weight, 𝑖 ⟶
𝑘
2 − 1



Experimental Results

• Compression performance (%) of different methods

using arithmetic coding:



Experimental Results

• Compression efficiency as a function of progress on a prefix of 

sources of size 512KB:



Experimental Results - PPM

• PPM – Prediction by 

Partial Matching.

• Compression 

performance (%) of 

different methods 

using PPM:



Thank you!


