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Original Predicted Residual G = (V, E, A)

Graph-Based Transform Summary
• A novel class of graph-based transform

• GBT-NN – Graph-Based Transform based on Neural 
Network

• Template-based prediction strategy

• Evaluation shows the GBT-NN outperforms DCT and 
DST

The Model :
• Graph encoding-decoding neural network 
• Normalised all-connected adjacency matrix (   ) 

→Predicted normalised all-connected adjacency 
matrix (   )

• Encoding: 

• Decoding : 

• Loss function: 

Video Encoding Video Decoding

A: symmetric weighted adjacency 
matrix
Ai,j : weight of edge e = (i, j) connecting 
pixel  locations i and j with Ai,j = Aj,i

GBT-NN is computed based on predicted residual value

• predicted residual values → GBT-NN → predict 
graph

• predict graph applied to actual residual block

No need to send graph information to decoder

• predicted residual → normalized all connected 
adjacency matrix → GBT-NN → predict graph

• Predicted graph → inverse GBT 

• inverse GBT applied to dequantized coefficients

Template-Based Prediction strategy – Pixel Domain

Performance Evaluation

GBT-NN framework outperforms: 
• DST by 10.46%
• DCT by 6.37%

Average preserved energy (PE-%) and MSE 

using a percentage of largest coefficients

Performance Curves


