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Background Motivation
Open-domain multi-turn conversations mainly have three features, whichare ... To enpower dialogue generation model not only to detect relevant
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hierarchical semantic structure, redundant information, and long-term dependency. T T R SEMED R E 2507 (Hello. how © words and utterances in short and long distances, but also to discern
Grounded on these, selecting relevant context becomes a challenge step for multiturn . i ?Z;Klgiy_gl;%]l%)%lstgsh1nfgnillat1(zln of ghlffg)cards'?) related information globally when decoding.
. . o . . tterance 2 LRI H e trial cards, right? .
dialogue generation. However, existing methods cannot differentiate both useful Utterance 3 - (Yes.) Key 1deas
. . ] : : Response BRI LR FE M RIEARSFHF, ARKTH : . .
words and utterances in long distances from a response. Besides, previous work just AT LLZF 8% - (Please follow the official account * We propose HiSA-GDS, a modified Transformer model with
performs context selection based on a state in the decoder, which lacks a global itﬁiﬁdis)mam in WeChat, and then you can query Hierarchical Self-Attention and Globally Distant Supervision.
guidance and could lead some focuses on irrelevant or unnecessary information. In Famgie * Experimental results on two public datasets along with further
this paper, we propose a novel model with hierarchical self-attention mechanism and Uttemﬂceé ﬁj\ﬂg?Jr(/He‘l%Oﬁaﬁgyb?S\)%ghgz)ﬁi%\%Lyj? discussions show that HiSA-GDS significantly outperforms other
Utterance 7, 2 [Pl 3 B DAFS R ay iR ? (Dear, : :
distant supervision to not only detect relevant words and utterances in short and long what can I do for you?) baselines and is capable to generate more fluent, coherent, and
: : . ] . . Utterance 3  FaX M BE RSN, F53FE— T - (s my order : :
distances, but also discern related information globally when decoding. Experimental RS0 Blda e chadl it oit fortiies d informative responses.
. . . ﬂ i Al N 2y > . . . ., .
results on two public datasets of both automatic and human evaluations show that Response ﬁiﬁzgﬁﬁﬁﬂﬁﬁg) (No‘insurance 1t 1¢15
our model significantly outperforms other baselines in terms of fluency, coherence, A
. _ Table 1: A motivation case.
and informativeness. .
Comparison
Ubuntu JDDC
DRSS B2 D=2 Avg Ext Gre Coh | B2 D=2 Avg Ext Gre Coh
S2SA [16] 0.896 6.104 46.323  28.851 39.209 48.117 | 4.233 3.609 53901 36.493 37.578 46.176
, \ Bello, smryeme io here? HRED [1] 3853 6.661 57.972 34007 41462 63.173 | 9405 11.762 63.191 46.714 43295 57.183
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E E | b l: Yo for yout? - Static [4] 1.581 3.586 51.055 36.193 53983 69.748 | 2.285 3.738 60.820 38.047 35.367 65.938
" : e Em— s L, . . HRAN [18] 3.880 7402 56.763 33.501 41.584 67.635 | 5962 16.365 63.064 43439 42389  62.391
a Feed Forward ] | i 2 Y FR L BR A s BE AR 8087 Transformer [10] | 3.697  7.278 53463 36353 42763 69.970 | 5389 5185 68336 48284 41.103 67.485
: A i ' Utterance-level Self-Attention Will my order arrive today? ReCoSa [6] 3.872 9406 59.368 35.834 41.835 71.922 | 5.962 6.594 61.085 41473 42942 71.374
5 : .| The N-th layer oo X, Xy B gﬁ)%%(gg 3 2 HiSA 4021 9598 63.527 36208 40.598 72261 | 698 14.804 66.103 43.715 45081 73.286
E l LEiins i L AttenTtlon } "-..:_________-_____-__:_:____:____:__:__:__I__:____:___'--'r -1.0 I am trying my besttnyquery the order for you, please wait for a moment. HiSA-GDS 7.351 10.934 68.283 41.468 50.382 75.823 7.127 15.523 73.952 52.502 49.477 74.281
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Y Utterance-level Self-Attention | . 5 B bl ko Table 2: Automatic evaluation results on Ubuntu and JDDC (%). The metrics
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| Moo Ao . [wDrd_WOL v ; " 0.2 X, xR abbreviated as B-2, D-2, Avg, Ext, Gre, and Coh, respectively.
i A A E 7 0.0 ear, S(::'ida: ) ut t{a;tri‘;f Lan not arrive today.
B 1~ = ' 0 1 2 3 4 5 6 7 ¥ SERERE SREAEE .
';'_'_'_'_'_'_'_'_'_'_'_'_'.'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_‘_‘.'_'_'_'_'_'_'_'_'_'_'_'_'_IL': lnéar | Dataset Model W.HISALGDS vs,i,. kappa
in Transformer Encoder Transformer Encoder ' | Masked . . . . . . . - ol i
: Block R = Block || Self-Attention Figure 2: Left: Utterance-level multi-head attention visualization of HiSA- S2SA [16] 58% 12% 30% | 0.468
USSR SUSUUSORNUUUNRRUUUNSSEUUY SRR , , _ HRED [1] 16% 19% 35% | 0.531
T +WPE - T +WPE T +WPE GDS in the word-utterance attention layer. 0 to 7 are the index of each VHRED [17] | 48% 20% 32% | 0.493
. . ) . . . . . ) Ubuntu Static [4] 51 17% 32% 0.596
Utterance 1 Utterance n Jesponse head. Right: Word-level attention visualization in the word-word HRAN [18] 0% 9% 49% | 0424
: . : _ HiQA. attention laver. Transformer [10] | 44% 19% 37% 0.474
Figure 1: Architecture of our proposed model - HiSA-GDS. Y ReCoSa 6] s, ia.  cio | aneon
S2SA [16] 53% 24% 23% | 0.547
HRED [1] 56% 16% 34% | 0.468
VHRED [17] | 52% 19% 29% | 0.453
. N . . . L . . IDDC Static [4] 8% 11% 41% | 0.518
In this paper, we propose a novel model for open-domain dialogue generation, HiSA-GDS, which conducts context selection in a hierarchical and HRAN [18] 50% 22% 28% | 0.495
global perspective. The hierarchical self-attention is introduced to capture relevant context at both word and utterance levels. We also design a Tfal;lﬂf_?f;ﬂﬂ[‘é]“}] iéj gggﬂ 3‘;’33‘ g-j‘g
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globally distant supervision module to guide the response generation at decoding. Experiments show that HiSA-GDS can generate more fluent,
coherent, and informative responses. Table 3: Human evaluation between HiSA-GDS and other baselines.




