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Introduction

Background
Open-domain multi-turn conversations mainly have three features, which are 
hierarchical semantic structure, redundant information, and long-term dependency. 
Grounded on these, selecting relevant context becomes a challenge step for multiturn 
dialogue generation. However, existing methods cannot differentiate both useful 
words and utterances in long distances from a response. Besides, previous work just 
performs context selection based on a state in the decoder, which lacks a global 
guidance and could lead some focuses on irrelevant or unnecessary information. In 
this paper, we propose a novel model with hierarchical self-attention mechanism and 
distant supervision to not only detect relevant words and utterances in short and long 
distances, but also discern related information globally when decoding. Experimental 
results on two public datasets of both automatic and human evaluations show that 
our model significantly outperforms other baselines in terms of fluency, coherence, 
and informativeness.

Table 1: A motivation case.

Motivation & Key Idea
Motivation
To enpower dialogue generation model not only to detect relevant 
words and utterances in short and long distances, but also to discern 
related information globally when decoding.

Key ideas
•  We propose HiSA-GDS, a modified Transformer model with 

Hierarchical Self-Attention and Globally Distant Supervision. 
• Experimental results on two public datasets along with further 

discussions show that HiSA-GDS significantly outperforms  other 
baselines and is capable to generate more fluent, coherent, and 
informative responses. 

Method

Figure 1: Architecture of our proposed model - HiSA-GDS.

• .

Experiments - Case Study
Figure 2: Architecture of our proposed model - HiSA-GDS.

Figure 2: Left: Utterance-level multi-head attention visualization of HiSA-
GDS in the word-utterance attention layer. 0 to 7 are the index of each 

head. Right: Word-level attention visualization in the word-word 
attention layer. 

Experiments - Evaluation
Comparison

Table 2:  Automatic evaluation results on Ubuntu and JDDC (%). The metrics 
BLEU-2, Distinct-2, Average, Extrema, Greedy and Coherence are 

abbreviated as B-2, D-2, Avg, Ext, Gre, and Coh, respectively.

Table 3:   Human evaluation between HiSA-GDS and other baselines.

Conclusion
In this paper, we propose a novel model for open-domain dialogue generation, HiSA-GDS, which conducts context selection in a hierarchical and 
global perspective. The hierarchical self-attention is introduced to capture relevant context at both word and utterance levels. We also design a 
globally distant supervision module to guide the response generation at decoding. Experiments show that HiSA-GDS can generate more fluent, 
coherent, and informative responses.
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