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Motivation

• Combine different sources of information to improve over state-of-the-art collaborative filtering
approaches in recommendation

• Address cold start and concept drift, which affect collaborative filtering

Recommender systems

Goal: Matrix reconstruction

• Rows, columns −→ Users, items

• Very few known values (less than 1% of entries)

• Many items with few users, few items with many
users

Two main solving strategies

Content filtering

• Recommend similar items to the ones the user
liked

• Requires prior info on items (e.g. movie genre,
lead actor...)

• This info provides limited information

• Performance does not scale with data

Collaborative filtering

• Recommendation based on user with similar rat-
ing history

• Performance scales with data

• Rich information based on user behavior

• Susceptible to cold start and concept drift

Autorec

• First approach based on autoencoders (latent factor model) [1]

• Input: the rating matrix, with zeros for the unknown entries

• Output: reconstructed rating matrix, with all entries filled with the model predictions

H = σ(RWenc + benc)

R̂ = HWdec + bdec

• The loss is calculated only for known entries

Cold start and concept drift

Cold start

• Bad performance on new users or items due to
lack of ratings

• Could stop new users from joining the platform

Concept drift

• Bad performance on older users or items due to
distribution shifts over time [2]

Modurec

• Our proposal: Address cold start and concept drift within a collaborative setting

TimeNN

• Create 3 feature maps by normalizing the timestamps wrt user/item/platform first rating

• Use fully-connected layers (32 and 1 hidden units) that are applied rating-wise

Feature-wise Linear Modulation (FiLM) [3]

• Used to combine time and rating information

• Only 3 free parameters

• Much more expressive than concatenation

Rt = αR + βT
′
+ γR · T ′

Bilinear encoder

• Combines the user and item features into a feature matrix of the same shape as Rt

X
′
= XiΘX

T
u

Adaptive feature modulation

• Adds the user/item feature information

• Uses a importance matrix to leverage when the feature information is most valuable (i.e. cold
start)

Aij =

{
σ(w1|Oi,i|+ w2|Ou,j |+ b) |Oi,i|, |Ou,j | > 0

0 |Oi,i|, |Ou,j | = 0

R
′
= A ·Rt + (1− A) ·X′

Autoencoder input dropout

• Denoise the sparse signal received by the user/item.

• It allows both explicit minimization of the prediction error on unobserved ratings, and the recon-
struction error on observed ratings

Results

Ablation and comparison with state of the art

• Average RMSE recommendation results on several MovieLens datasets

• We use Modurec_[DFT] as the nomenclature for our model

– D = with autoencoder dropout; F = with user and item features module; T = with time module

Cold start evaluation

• Evaluate on specific scenarios:

– Few ratings: both |Oi,i| and |Ou,j | are in the bottom quantile

– Many ratings: both |Oi,i| and |Ou,j | are in the top quantile

• Different architectures:

– Nothing: Remove the bilinear encoder and the adaptive combiner (no user or item features
are used).

– Static: Use a much simpler combiner instead of our adaptive combiner. It is characterized by
the following relation: R′ = αRt + (1− α)X′, where α is a scalar trainable parameter.

– Adaptive: Use the adaptive feature modulation.
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