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Traditional & Adversarial Embedding

l Traditional Embedding : 
• Embedding messages according to a handcrafted cost function

l Adversarial Embedding:
• Automatic learning by adversarial attack
• Modifying costs according to the gradient of networks
• Aim to deceive CNN-based steganalyzers
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BACKGROUND
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Proposed Framework

METHOD
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1. X. Deng, B. Chen, W. Luo, and D. Luo, “Fast and effective global 
covariance pooling network for image steganalysis,” in ACM Workshop on 
Information Hiding and Multimedia Security, 2019, pp. 230–234.

• Step #1: Steganalytic Network Training
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• Step #2: Stego Generation
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• Step #3: Stego Selection

1. Bolin Chen, Weiqi Luo, and Jiwu Huang, “Universal stego post-processing for enhancing image steganography,” Journal of Information 
Security and Applications, vol. 55, pp.102664, 2020.

Selection Method
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Settings
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EXPERIMENTS

l Database: 
l 10,000 images in BOSSBase-v1.01 & 10,000 image in BOWS2 are 

resized to 256x256, random shuffle
l 8000 for training, 2000 for evaluation      --- step #1
l 10,000 for testing                  --- step #2 & #3

l Key Parameters
l Number of new generated stego: m = 100
l Cost enhance parameter: α  = 2
l Top gradient & low cost: p ∈ [0.25, 1.25]×#$%&'$(



Security Performances
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EXPERIMENTS



13 / 16

!" =
∑∀&'∈) *(, − ./. 01 ≠ 31,5)

|8|

Success Rate

• , − ./.�enhancing steganography , using
the proposed method

• , − ./. 01 �final selected stego for an 
input cover 01

• *(*)�indicator function
• |8|�number of elements in test set C

EXPERIMENTS



14 / 16

Cost Modification Rate

Over 99% of original costs would not changed !

EXPERIMENTS
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Contributions
l New framework for enhancing existing steganography
l Great security improvement
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CONCLUSION

Future Works
l Apply in JPEG steganography
l More pre-trained classifiers
l Other generate methods and select methods
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