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Aliasing

Figure: Aliasing illustration Video: Perfectly synced rotor and camera

frame rate.

Creative Commons Attribution license (reuse allowed) from Soarer.
www.youtube.com/watch?v=ZZiluzY0Ahg.
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Convolutional neural networks and downsampling
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Figure: Dimensions of the intermediary tensors of ResNet34.
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How do convolutional neural networks manage to be successful
without explicit anti-aliasing mechanisms?
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How do convolutional neural networks manage to be successful
without explicit anti-aliasing mechanisms?

1. Can it resolve between oscillations at its input?
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How do convolutional neural networks manage to be successful
without explicit anti-aliasing mechanisms?

1. Can it resolve between oscillations at its input?

2. Does it learn anti-aliasing filters?
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Experiment description

Can it resolve between oscillations at its input?

Classification problem with 400 different frequencies (w1, w2).

>  ONN > (whw)

L

ICASSP, 2021 Ribeiro, AH & Schén, TB



Experiment description

Can it resolve between oscillations at its input?

(a) (b) (c) (d)

Figure: Four oscillatory patterns. If the image is downsampled by a
factor of two, the patterns become indistinguishable due to aliasing.
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Results and the role of redundancy

Can it resolve between oscillations at its input?
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Fully connected neural network
~+- 1 hidden layer

2 hidden layers
ResNet

-+ fixed depth and and
increasing # of channels.

—— Fixed # of channels and
increasing depth channel
(constant proportion)

—— Fixed # of channels and
increasing depth channel
(increasing proportion)
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Quantifying aliasing
Does it learn anti-aliasing filters?

no pass non-aliased aliased  aliased-tangled

(a) 65%, 33%, 1%, 1% (b) 15%, 10%, 35%, 39%
Figure: Aliasing in CNNs. DFT points classified according to for the
intermediate signals of the ResNet34 evaluated on an ImageNet test
sample.
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Does it learn anti-aliasing filters?
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(a) ImageNet.
Figure: Fraction of samples suffering aliasing. Pie chart indicating the

fraction of intermediate signals suffering aliasing
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Does it impact performance?

Does it learn anti-aliasing filters?
no pass  non-aliased  aliased aliased-tangled
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Figure: Correct (x) vs incorrect (v') classified examples in ImageNet

test set.
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Conclusion

» Nyquist's sampling theorem gives a sufficient reconstruction
criterion.
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Conclusion

» Nyquist's sampling theorem gives a sufficient reconstruction
criterion.

P It is possible to reconstruct signals sampled below the Nyquist
rate (i.e. compressive sensing).
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Conclusion

» Nyquist's sampling theorem gives a sufficient reconstruction
criterion.

P It is possible to reconstruct signals sampled below the Nyquist
rate (i.e. compressive sensing).

» In the case of CNNs, the possibility of reconstruction is
simplified by the channel redundancy.
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Thank you!

Contact info:
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