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Motivation

• Deep neural networks have achieved SOTA performance in image classification, object 
detection, speech recognition, etc.

• Safety is a concern when DNN systems are deployed in the real world

• When are neural networks likely to make errors? Important for high-risk applications 
such as healthcare, autonomous driving, and cybersecurity

Source: https://techinsight.com.vn/en/when-health-care-moves-

online-many-patients-are-left-behind/
Source: https://techinsight.com.vn/en/5-ways-artificial-intelligence-

is-impacting-the-automotive-industry/
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• Hendrycks & Gimpel (2017): baseline based on maximum class probability (MCP)

– inherently flawed since it assigns high confidence scores even for failure cases

• Jiang et al (2018): Trust Score 

– measures agreement between classifier and modified nearest-neighbor classifier on test 
example

– not scalable since nearest-neighbor computations are expensive for large datasets

– use of metric is limited as local distances in high dimensions are less meaningful

• Corbiere et (2019): true class probability (TCP) learning

– TCP attractive candidate metric for failure prediction

– Estimate TCP using an unconstrained confidence network

– Performance hinges on how well TCP scores can be learnt

Prior Work on Failure Prediction
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• It is known that conventional DNNs provide poorly calibrated scores and 
overconfident predictions

• Bayesian neural networks: learn weight distributions and estimate posterior predictive 
distributions by approximate integration

– Variational inference (Blundell et al (2015), Kingma et al. (2015))

– Laplace approximation (MacKay (1992), Ritter et al. (2018))

– Expectation propagation (Hernandez-Lobato & Adams (2015), Sun et al. (2017))

– Hamiltonian Monte Carlo (Chen et al. (2014))

• Dirichlet networks: explicit modeling of predictive distribution on probability simplex

– With out-of-distribution training (Malinin & Gales (2019))

– Within-distribution training only & regularization  (Sensoy et al (2018), Tsiligkaridis (2020))

Prior work on uncertainty-aware learning
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• Explicit Dirichlet prior on class composition vectors

• Predictive uncertainty of model

• Assume proper regularization control and large training set

• Dirichlet model governed by concentration parameters 𝜶 = 𝜶𝟏, … , 𝜶𝑲

Uncertainty-Aware Learning
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Training Uncertainty-Aware Dirichlet Networks

Minimize upper bound to 

Bayes risk of prediction 

error in 𝑳∞ space

Minimize information 

associated with 

incorrect outcomes

where

lifeboat

bison

monarch 

butterfly
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Model Confidence (TCP) Distributions

True class probability (TCP)
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Learning Model Confidence

Mean-square error function

Constraint function

Failure case weighting

Constraints
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Results
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• New method presented for estimated confidence of Deep Dirichlet networks

– Transfer knowledge from classification network to confidence estimation network to estimate 
TCP score

• Confidence network trained for failure prediction task by matching TCP distribution in 
a flexible manner and taking TCP constraints into account for correct predictions and 
failures

• Empirical results show improvements for image classification tasks over SOTA

Conclusions


