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CA M P (Context aware model of prosody) Motivation

Prosody is hard to define, so we learn a disentangled representation of prosody (Stage-1).
Prosody is determined by context information. This missing context must be incorporated into
A tWO -Sta ge a p p rO a C h tO TTS models when predicting prosody, we achieved this using additional features (Stage-2).
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