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2. Solution: Confidence-aware mean-teacher framework

1. Motivation:
The unreliable targets in pseudo label may lead to meaningless guidance

for unlabeled data.

To mine the low confident information, previous works mainly focus on:

➢ Variational inference(approximate, computationally expensive)

➢ Adversarial training (not easy to converge, blind-spot attack)

➢ Multi-time dropout during training

MCDropout[1] fails to detect the erroneous targets in the bottom-left part 

of the pseudo label.
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➢ The Visual comparisons of results with other methods on 2018 ISIC dataset. 

➢ Comparison with other methods by utilizing 5% and 10% labeled data. (Unit: %)

➢ Analysis of proposed method. (Unit: %)

5. Reference:

➢ A novel confidence module is 

designed to learn the model 

confidence effectively guided by 

the True Class Probability. 

➢ A novel confidence-aware mean-

teacher framework is proposed for 

semi-supervised skin lesion 

segmentation.

➢ The proposed method outperforms 

other state-of-the-art semi-

supervised approaches. 

3. Experiment and results:

4. Conclusion:


