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Abstract

We propose a robust neural machine translation (NMT)
framework to deal with homophone errors. The frame-
work consists of a homophone noise detector and a
syllable-aware NMT model. The detector 1dentifies po-
tential homophone errors 1n a textual sentence and con-
verts them into syllables to form a mixed sequence that
1s then fed into the syllable-aware NMT. Extensive ex-
periments on Chinese—English translation demonstrate
that the proposed method not only significantly outper-
forms baselines on noisy test sets with homophone noise,
but also achieves substantial improvements over them on
clean texts.

Motivation

Despite remarkable progress made in NMT recently, most
NMT systems are still prone to translation errors caused
by noisy input sequences. One common type of input
noise 1S homophone noise, where words or characters
are mis-recognized as others with the same or similar
pronunciation in ASR.
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Detector

We predict the each character in each original textual
sentence based on corresponding clean syllable sequence
during training. For inference, we compute the log-
likelihood score (LLS) of each output token based on
the whole syllable sequence as follows:

LLS(x;) = logP(xi]S; ), (1)
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Effect of Noise Ratio

Model 0.1 0.2 03 04 0.5

Baseline 32.17 22.00 14.86 10.19 7.09
L1 et al. 43.32142.96 42.5142.07 41.62
Liu et al. 42.3441.97 41.92 41.52 41.38
Our SANMT 44.58 44.30 44.34 43.05 42.34

We reported the average BLEU scores of all systems on
ANTs with a noise ratio varying from 0.1 to 0.5. Our
method performs the best at all settings.

Robustness to Real-World Noise

Clean Utterance
Noisy Transcript
L1 et al.

L1u et al.

Output of Detector
Output of SANMT

Please spell him
Please spell him
pin xie ta
Please spell 1t

Clean Utterance
Noisy Transcript ,
L1 et al. Listen to the doctor’s advice
Liu et al. Suggestions on life

Output of Detector y1 L1
Output of SANMT Listen to doctors’ advice

The first example contains a third-person pronoun error,
which 1s common 1in Chinese ASR as “[L17, “[L1”°, and “[L1”
are all pronounced as “ta”. The erroneous homophone
word 7 1n second example 1s a noun which has a

different meaning tfrom the original homophone “ 7

Conclusions

We have presented a novel framework composed of a
homophone error detector and an SANMT model to cope
with homophone noise. Experimental results show that
our method not only achieves substantial improvement
over previous robust NMT both on the noisy test sets, but
also outperforms the baselines on the clean test sets.




