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Related Work
• Feature selection methods

– features used are same for all instances

• Instance–wise feature selection methods
– reveal all feature assignments and do not scale for large feature spaces

• Our prior work
– order by which features are reviewed is fixed

• In contrast, proposed method
– optimizes both order by which feature are reviewed and
number of features used per data instance

– dynamically selects features and scales for large feature
spaces
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• IFCO requires less features to achieve competitive accuracy
compared to baselines

• IFCO classification decisions are interpretable, since we have
access to the features used per each data instance
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Solution

Optimization Problem

Optimum Classification

• Optimum classification strategy:

Cost of continuing

Optimum Stopping

Cost of stopping

Optimal cost–to–go

• Optimum solution via dynamic programming (DP):

• set of features

• class variable

• cost of evaluating features

• misclassification cost of selecting class
when class is true

• order by which features are reviewed (feature ordering)
o e.g., if , is a valid feature ordering

• feature at which the sequential process stops (stopping
feature)
o e.g., framework stops after reviewing the

second feature

• classification strategy
o e.g., deciding in favor of class based

on

• In many real–world applications (e.g., medical diagnosis)
– time–sensitive and interpretable decisions are needed
– features are not freely available to acquire

• Example: doctor wants to diagnose patient
– must diagnose (classification decision) quickly by
conducting minimum number of tests (features)

– different set of tests may be appropriate for each
individual patient (data instance)

– order by which tests are conducted (feature ordering) is
important
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• Function                 is continuous, concave, and piecewise linear
and represented by set                          of       vectors. 

• Functions are continuous, concave,
and piecewise linear

• At every stage                                   , there exists a finite set
of vectors such that    
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• Contributions
– framework to select both order and number of
features for each data instance individually

– properties of optimum solution
– IFCO algorithm and validation of its performance on
real–world datasets

• Future directions
– extend framework to
regression settings
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