
Motivation
• The importance of each facet differs from category to 

category.

Word embeddingZebra

Zebra is a kind of horse with black and white stripes ……
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Introduction
• Few-shot learning aims to recognize unseen images of new 

classes with only a few training examples.
• A central challenge is that the available training examples are 

normally insufficient to determine which visual features are 
most characteristic of the considered categories.

Experiments
• Ablation study of different word embeddings

• The mean accuracies (%) with a 95% confidence 
interval on the miniImageNet dataset

Facet Identification
Our aim is to group the coordinates of the visual feature vectors 𝑓!(𝑥), 
such that coordinates from the same group intuitively refer to similar 
aspects.
• Given a visual feature vector 𝑓!(𝑥), we define 𝑋", … , 𝑋# as the set of 

coordinate indices of 𝑓!(𝑥) of 𝐹 different facets.
• We define 𝑎$% as the importance of the 𝑖&' coordinate for the class 𝑐, 

the formula is as below:
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• We construct m×𝑛 matrix A by repeating the above computation for 𝑚
episodes, where each time 𝑛 classes are sampled.

• We computed the Kendall 𝜏 statistic between the 𝑖&' and 𝑗&' column of 
A.	Let	us	write	𝑒%1 ∈ [−1,1] for	the	resulting	value.

• We use average-link agglomerative hierarchical clustering to partition 
the set 1,… , 𝑛 into the facets 𝑋", … , 𝑋#, where the values 𝑒(𝑖, 𝑗) are 
used to measure similarity.

• The mean accuracies (%) with a 95% confidence 
interval on the CUB dataset

Similarity Computation
• Given a word embedding n$ for class 𝑐, we introduce a facet-

importance generation network 𝑔3, which maps n$ onto an 𝐹-
dimensional vector:

b$ = 𝑔3(n$)
• We obtain the final facet importance weights by applying a softmax

layer:
𝜂$", … , 𝜂$" = SOFTMAX 𝑔3 n$
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• The distance between a query image 𝑞 and the prototype of class 𝑐 as a 
weighted sum of facet-specific distances, as follow:

𝑓𝑑𝑖𝑠𝑡 𝑞, 𝑐 =0
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• Rather than using 𝑓𝑑𝑖𝑠𝑡 𝑞, 𝑐 directly, we combine 𝑓𝑑𝑖𝑠𝑡 𝑞, 𝑐 with the 
standard Euclidean distance, as used in ProtoNet, as follows:

d𝑖𝑠𝑡 𝑞, 𝑐 = 𝑓! 𝑞 − v$ + 𝜆 g 𝑓𝑑𝑖𝑠𝑡(𝑞, 𝑐)

Class Name Embeddings
• For each class 𝑐, we sample 1000 sentences from the May 

2016 English Wikipedia dump;
• we replace the name of the class by [MASK], and take the 

sentence as the input to BERT. The class name embedding can 
be obtained from the output of the BERT.

Table 1. The 5-way 5-shot accuracies (%) with a 95% confi-
dence interval on the miniImageNet dataset.

Method Backbone Word Embeddings 5-way 5-shot

ProtoNet ResNet-10 None 73.24 ± 0.63
Ours(ProtoNet) ResNet-10 GloVe 74.10 ± 0.61
Ours(ProteNet) ResNet-10 BERT 75.24 ± 0.76

Table 2. The mean accuracies (%) with a 95% confidence
interval on the miniImageNet dataset.

Method Backbone 5-way 1-shot 5-way 5-shot

MAML [2] Conv-64 48.70 ± 1.75 63.15 ± 0.91
Reptile [18] Conv-64 47.07 ± 0.26 62.74 ± 0.37
LEO [19] WRN-28 61.76 ± 0.08 77.59 ± 0.12
MTL [20] ResNet-12 61.20 ± 1.80 75.50 ± 0.80
MetaOptNet-SVM [21] ResNet-12 62.64 ± 0.61 78.63 ± 0.46

Matching Net [7] Conv-64 43.56 ± 0.84 55.31 ± 0.73
ProtoNet [5] Conv-64 49.42 ± 0.78 68.20 ± 0.66
RelationNet [4] Conv-64 50.44 ± 0.82 65.32 ± 0.70
ProtoNet [5] ResNet-12 56.52 ± 0.45 74.28 ± 0.20
TADAM [22] ResNet-12 58.50 ± 0.30 76.70 ± 0.38
AM3(ProtoNet, BERT) ResNet-12 62.11 ± 0.39 74.72 ± 0.64
AM3(ProtoNet, GloVe) ResNet-12 62.43 ± 0.80 74.87 ± 0.65
AM3(ProtoNet++) [10] ResNet-12 65.21 ± 0.49 75.20 ± 0.36
TRAML(ProtoNet) [12] ResNet-12 60.31 ± 0.48 77.94 ± 0.57
DSN-MR [23] ResNet-12 64.60 ± 0.48 79.51 ± 0.50
DeepEMD [24] ResNet-12 65.91 ± 0.82 82.41 ± 0.56
FEAT [6] ResNet-12 66.78 82.05

Ours(ProtoNet) ResNet-12 63.21 ± 0.37 77.84 ± 0.64
Ours(FEAT) ResNet-12 67.24 ± 0.58 82.51 ± 0.66

the visual feature embeddings, we consider ResNet-10 [14]
for ablation study, ResNet-12 and Conv-64 [5] for miniIma-
geNet and CUB respectively for fair comparison with other
methods. The remaining parameters were selected based on
the validation set. This resulted in a choice of � = 10 for
miniImageNet and � = 8 for CUB, while F was set to 7 for
miniImageNet and 5 for CUB.

4.3. Ablation Study

Our main hypothesis in this paper is that meaningful facet-
importance scores can be predicted from class name embed-
dings. In Table 1 we directly test this hypothesis by compar-
ing (i) the standard ProtoNet model, (ii) a variant of our model
in which GloVe vectors are used instead and (iii) the proposed
model based on BERT. As can be seen, both variants of the
facet-guided method outperform the ProtoNet baseline, with
the BERT-based vectors outperforming GloVe vectors.

4.4. Comparison with State-of-the-art

Tables 2 and 3 compare our method against state-of-the-art
methods on miniImageNet and CUB respectively. As can
be seen in Table 2, when using ProtoNet as the base model,
our method significantly outperforms the standard ProtoNet
model, both in the 1-shot and 5-shot settings, with the differ-
ence being most pronounced in the 1-shot case. When FEAT

Table 3. The mean accuracies (%) with a 95% confidence
interval on the CUB dataset.

Method Backbone 5-way 1-shot 5-way 5-shot

MAML Conv-64 55.92 ± 0.95 72.09 ± 0.76
Matching Net Conv-64 61.16 ± 0.89 72.86 ± 0.70
ProtoNet Conv-64 51.31 ± 0.91 70.77 ± 0.69
RelationNet Conv-64 62.45 ± 0.98 76.11 ± 0.69
Baseline++ Conv-64 60.53 ± 0.83 79.34 ± 0.61
SAML [25] Conv-64 69.35 ± 0.22 81.37 ± 0.15
DN4 [26] Conv-64 53.15 ± 0.84 81.90 ± 0.60

Ours(ProtoNet) Conv-64 69.52 ± 0.76 82.34 ± 0.66

is used as the base model, we again see a consistent improve-
ment compared to the standard FEAT model. This version of
our model also achieves the best results overall. The AM3 and
TRAML models are of particular interest, because they also
incorporate word vectors. For the case of AM3, in addition to
the standard variant, which uses GloVe, we also obtained re-
sults with our BERT based class embeddings. This shows that
the improvements we obtain over AM3 are not only due to the
change from GloVe to BERT. In fact, in the case of AM3, the
BERT based vectors actually underperform the GloVe vec-
tors, presumably as as result of their much higher dimension-
ality. For TRAML, we only report the published results, as
we did not have access to the implementation of this model.
For the results on CUB in Table 3, we can see that our method
improves on the standard ProtoNet model in a very substantial
way, and our model again achieves the best results overall.

5. CONCLUSION

We have proposed a method to improve the performance of
metric-based approaches for few-shot image classification by
taking embeddings of class names into account. Different
from existing methods, we use these class name embed-
dings to predict the performance of different facets, and
then measure the distance between images and prototypes
as a weighted sum of facet-specific distances. The resulting
facet-based distance can then be combined with a standard
distance, e.g. the Euclidean distance in the case of ProtoNet.
Experiments on two standard datasets showed consistent im-
provements compared to state-of-the-art methods. We also
found that class name embeddings obtained from the BERT
language model yielded better results than GloVe vectors,
despite the ongoing popularity of the latter in FSL models.
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Problem
A central challenge is that the available training examples are normally insufficient to determine which visual 
features are most characteristic of the considered categories.

How to solve this problem in our paper? 
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Group features of the same kind and classify then

desert

color shape

corkscrew

• It is possible to predict facet importance from a pre-trained 
embedding of the category names.


