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Deep convolutional neural network has demonstrated its Aggregation Architecture. The proposed aggregation architecture is A up 1/4
outstanding performance in the field of Iimage semantic inspired by the encoder-decoder structure and the multi-pathway A " 1/4
segmentation. However, the enormous computational complexity of structure, hoping to use a single branch to obtain more semantic A
existing high-precision networks limits the application of the model information while retaining the characteristic spatial information. up 1/4
In real-time segmentation tasks. How to achieve a good trade-off Unlike the way that the encoder-decoder structure merges layer by d=64 d=128 d=256 d=512 d=512 i=178 T
between accuracy and speed becomes a challenge. Existing layer, the aggregation structure tends to directly sum the features of _ _» > Layer3 > > Y 4>é—R [ U Final | B
solutions can be roughly divided into three categories according to each layer. This structure integrates the output of the features by 1/4 ]1/8 1/16 1/32 P y 1/4 225
the network architecture: dilation, encoder-decoder, and multi- each module in the network backbone into the same dimension,
pathway, each of which has its advantages. and then sums them, as shown in Figure 1(d). —— . ——— . —-— . —— . - . Fr— et e —-
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Multi-level Auxiliary Loss. The multi-level auxiliary loss strategy is
only used in the training phase of the network, which means that

In this paper, we make the following contributions:
a) First, unlike the previous three architectures, we propose a
new aggregation architecture as the network backbone.

the strategy will not affect the inference speed of the network during
the prediction process. Besides, unlike the previous method of
calculating the auxiliary loss through up-sampling features, we use

Table 1. Comparisons of the proposed method and other
state-otf-the-art methods on the Cityscapes test dataset. *-" 1n-

Table 3. Speed and accuracy comparison of aggregation ar-
chitecture against other architectures on the Cityscapes vali-
dation dataset. All networks are trained for 100 epochs.

b) Second, a multi-level auxiliary loss design model is used for downsampling (the sampling strategy is nearest neighbor Jicates that th - ond Lt is nof dod by th Architecture Resolution | FLOPs (G) | Params. (M) | FPS | mloU (%)
the training phase, which can improve the model interpolation) groundtruth to calculate the auxiliary loss, with the nizzlz l;lm SZT;;ZEE] 1];; g[ lr';]:-.. ulal::u:l IEZHEFE:;I; th::a E[E EEETZL&?E;’“ 024x1004 | 8742 per | 31| 6182
segmentation effect. purpose of making the network pay more attention to the main loss ' ! “ - Aggregation 1024x1024 |  58.05 12.58 39.0 | 6841

semble of single scale model and pyramid model, and label

c) According to this aggregation structure, an all-to-one rather than the auxiliary loss.

. . . ‘pyr’ demotes the pyramid fusion model. : : : : :
network (ATONet) for real-time semantic segmentation is 1 . p}_. Py e e Table 4. Ablations for SPP pooling size and multi-level auxil-
_ . , Lf use ZOSS,: MMethod Input size FLOPs (G) | Params. (M) | FPS | mloll (%) . ) ) X ) i
proposed, which achieves a good trade-off between speed Wi = {0 if not use loss, SegNet [11] 360 x 640 286 295 67 | 57 1ary loss on the Cityscapes validation dataset. T indicates that
; ’ ENet [9 360 x 640 3.8 1.4 135.4 37 . . e
and accuracy by assembling the features of all blocks. 5 E;f[J_L][.] s toos | 1aea " s0 | el the feature 1s upsampled to groundtruth in the auxiliary loss
sum_loss = main_loss + Z(WiXZOSSi) :;ﬁ'ﬁi‘ji'ﬁ'ﬂ ::E ' j::ij 5_“_} N 41'-1? ;Eﬁ calculation.
The proposed network achieves the accuracy of 74.4% and 70.1% i=1 TwoColumn [17] 512 % 1024 | 572 . 47 | 729 Epochs | Val. resolution | SPP pooling size [-——-— ;:;-‘; o Tos] MoV (%)
- : BiSeNet [ 18] THR = 1536 148 5.8 1058 684 ; >
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aggregation structure, ATONet is proposed. As shown in Figure 2, | E’é-:.ij'*l‘lﬁl[”' el B 8 o 10241024 .42 v 67.54
we use ResNet-18 as the backbone network and further utilize SPP ICNet [15] 024 % 2048 | 283 26.5 03 | 706 10241024 (8,4,2) v v v 66.70
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Introduction modules with pooling sizes of 8, 4, and 2 to expand the receptive SwiftNetRN-18 pyr [19] | 1024 » 2048 | 1140 12.9 40 | 751 100 | 1024x1024 (8. 4,2) v v v v v | 0l
field. The output features of each module of the backbone are SWIMNeRN-18 [19] | 1024 x 2048 | 1040 L8 299 | 753 10241024 842 v v v v | o
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Semantic segmentation, which aims to assign semantic labels to :anoscjlurreplaer?dt(:hz ﬂﬂ;réeerr %ff t%itziglgﬁgér;\pellj; Iir:a?§cghsr§:§?ntge1;§ | 10241024 Eg jj 3 " V| e
computer vision. It has a number of potential applications in the dimensions by 1 1 convolutional layer. The “final’ block consists of lution of the test data is 720x960. ‘-’ indicates that th 200 | 102048 | (5.4 vov v | 1sss
field of autonomous driving, medical image diagnostics, video a standard 3b?< 3 Conxcgutign, BN,I and ITBe[\Il_UF,a erch s a morg sl;oigiig reesu‘:if n ?1§t1;rovi(;<ed by ﬂ;el?n et?ofl? at the cottes
surveillance, indoor scene understanding, and so on. common combination. A 3 x 3 convolution, BN, ReLU, dropout, an Method FPS | mioU (%)
1 x 1 convolution constitute the final seg module, which processes SegNet [11] 46 | 60.1 Conclusion
_ _ - : : DeepLab [3] 4.9 61.6
Models with huge computational costs are difficult to meet the real- tl;e numb[c)er of ftegture c(;jh?nnelsl(;nto t:\fit.numbeg (')tf seggwe;;t?nor} ENet [9] 612 | 513
- - A - classes. Dropout is used to avoid overfitting, and its probability o ICNet [15] 278 | 67.1 , | |
time requirements of applications such as autonomous driving. To P . J P " SwiftNetRN-18 pyr [19] | - 73.86 In this paper, a new real-time general-purpose semantic
solve this oroblem. manv. researchers have. proposed some an element to be zeroed is set to 0.1. The proposed multi-level BiSeNet [18] 175 | ese . . . . .
P , y prop " | trat . 4 to i i (ot DrANG A 114 o0 | ean segmentation network architecture, aggregation architecture is
lightweight convolutional network structures to explore how to auxiliary 10ss _strategy Is - used 10 improve the segmentation S | - - i -
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g | | ! . serformance. The total loss can be calculated as DFANet B [14] 160 | 593 proposed. Besides, a multi-level auxiliary loss model is used for the
redUCe the number Of network Ca|CU|atI0nS Whlle enSUI‘Ing d Certa|n ' ATONet 93.5 70.1 tra|n|ng phase TO further Venfy the effecuveness Of our proposed
degree of accuracy. These methods can be divided into three main . i 40~ - - -
gh't o 1)’ it e e sum_loss = main_loss + losss + loss, + 0S5« . i aggregation, an all to-one netwc?rk (ATONet) is designed. Finally,
architectures: (1) dilation architecture, replacing traditiona o CIN® DEANtA N our experiments verify the effectiveness of the proposed methods.
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downsampling operations with dilated convolution to generate high et R ot In the future, we plan to extend our work in several aspects, such
. . . . . 60 . . . :
resolution and Semant|Ca”y InfOFmatlve featureS, as shown In ¢ SegNet 8 as redes|gn|ng a more ||ghtwe|ght backbone network to replace
Figure 1 (a); (2) encoder-decoder architecture utilizing top-down Figure 1 B ResNet-18, conducting more detailed multi-level auxiliary loss
and skip connection to reuse low-level high-resolution features, as / o / o 0 combination experiments, and changing the loss of each module
llustrated in Figure 1 (b); (3) multi-pathway architecture, which ‘ — " " weight coefficient. The code of ATONet is publicly available at
integrates multiple pqthways that focus on (ljn‘felrent features.to | — % 1 r— 20 https://github.com/KTMomo/ATONet.
ensure the segmentation effect, and the core lies in branch design - —i 10
and fusion structure design (see Figure 1 (c)). j - | | 0
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