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Introduction

Proposed Method

Voice Conversion (VC) is a technique that modifies the speaker's identity to the target The Baseline N2N VC Framework consists of a pre-trained denoising The Improved N2N VC Framework uses noisy speech (Non-distortion)
speaker without changing the linguistic information. model and a VC model. as the training target.
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h: Room impulse response n: Noise signal
The real-world noisy speech can be represented as: y = s*h + n.
Our current research focuses on the noisy speech: y=s +n

The decoder takes the noise signal as a condition to model the joint
probabillity distribution of the noisy speech:
T

IDEA.:

* Noisy speech is used as the training target in the VC model;
* The separated noise signal is provided as condition to the VC model to D (y | n, c, z) — Hp (yt | Yls e o s Yte1, M1y - - ., Nt, C, z)
assist the difficult noisy speech modeling.

The Second “Noisy” means:
o We convert the speaker information but retain the background sound.
 We can either keep the background sound or suppress it, according to individual applications.

Application Scenarios

Experimental Results Subjecti-vc-a Evaluation:

Mean opinion score (MOS) to measure the naturalness (Left; Higher is better);

Noise-Robust VC: Background sound is surppressed to reduce the interference. i i . A : T -
Objective Evaluation: XAB test to compare the similarity (Right; Higher is better).
5
| Mel cepstral distortion (MCD) was employed as the objective
. 4.5
| 4 P __ measurement. (Lower Is better) .
e ‘. Ik ) . 8.4 337 4 . é 15 dB
e —— s eF 3.46° 2
- gl [ - 321329 3223143 332338
. 8.17 ™ o 02 3, 12 ]
8.2 . = I 748
VC System in Noisy Environment 5 99 g 3
3 3.1\ . 791 = 55 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Noisy-to-Noisy VC: Retain the background noise/voice while converting the voice. . - Preference Percentage
7.8 TQN ... 7.77 772 771 2 M Clean-VC M Proposed (Direct)
..E . . . . . @ ?.?9\ : * ' 1.5
B —> Only the speech is converted without changing the information of E e , ;“'\\ —~—_ i R _
n_______ background voice/music. g " | /.64 7.65 e 1 g
E Y = a2 7 55 SNR 7 dB SNR 15 dB Average F e — _
VC System in Movies/Video 7.4 £33 B Ground Truth (Noisy Target Speech) Baseline g :
Proposed (Indirect) M Proposed (Direct)
TI"EIIFI - - : " 1. - .
- = Speech 1 The bagkground sound in the dataset is also a kll.’ld of ‘Resource’: 7 Conclusion: Tt L
It is desired that such n0|§§ can be preserved to improve the . , . " . - . 20 e The proposed method significantly improves the naturalness of prafsrence Parcantage
. I’ObUStneSS Of the reCOgﬂItIOI’] SyStem the basellne Baseline M Proposed (Direct)
VC System for Recognition SNR level (dB) : Demo page:
Data Augmentation System o— Baseline —— Clean-VC —e— Proposed e The proposed method has minor effects on the speaker's identity.

https://github.com/chaoxiefs/n2nvc




