
• Background
 Modeling unit is still important and necessary for E2E ASR.

 Mandarin is a syllable-based language. Using syllable unit 

can solve OOV and data sparseness problems.

 Different modeling units have their own advantages and 

disadvantages.

• Research Status 
 Most of the studies on Mandarin ASR focus only on an 

individual unit. 

 Few attention are paid to using different units’ combinations 

for the E2E ASR systems.

• Objective
 From the viewpoints of taking advantage of different 

modeling units, we propose to apply the hybrid units to a 

CTC/attention multi-task learning architecture.
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• Character: There are tens of thousand Chinese characters, 

in which only about 6700 are commonly used.

• Syllable: About 400 syllables without tone and 1500 

syllables with tone . Syllable has a strong disambiguation 

effect in Mandarin speech.

• Char-subword:  A new grapheme unit that we proposed 

in this study, and it is different from the conventional BPE.
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• Results on the OpenSLR
 The syllable-char-subword-based model outperforms the others

 We also find that the final performance changes with the CTC weight during the training stage, and the best  is 0.2       

• Analysis of the error in the results on OpenSLR
 Sub1, sub2 refer to substitution errors by non-homophone characters 

and homophone characters, respectively.

 In table 5, compared with char-subword, the relative reductions of the 

errors corresponding to sub, sub1, and sub2 in the case of syllable-char-

sub-word are 8.35%, 9.88%, and 5.14%, respectively.

 So, syllable  is regarded as being able to reduce the  substitution errors 

effectively.       

• With the addition of syllable and subword to the modeling unit of character, 

the trained model becomes more robust than using the individual ones or char-subword combination.

• In particular, the substitution errors are considerably reduced with the addition of syllable unit.

• In our experiments, using the syllable-char-subword hybrid modeling unit can achieve 6.6% relative CER reduction on 

our 1200-hour data compared with the conventional unit of char-subword (from 6.38% to 5.96%).

• In the future, we plan to do some experiments utilizing the output of CTC.

• Overview
 Character and subword are used as grapheme modeling units for the attention decoder.

 Mandarin syllable is used as an unit for the CTC.

 Training stage:  joint CTC/Attention multi-task learning is adopted.

 Inference stage:  the attention decoder’s output is directly used as the recognition result.

• Innovations
 char-subword-based attention model : Instead  of only using character,  subword is added 

with it, they are mixed as the units in attention model.

 Syllable-level CTC : Instead of character, syllable unit is used in the CTC module.

• System construction

 How to build char-subword
The character unit set is built by collecting all characters in the training transcripts. The 

subword unit set is obtained by using BPE algorithm first,  then selecting high-frequency 

subwords, and finally deleting those single characters. 

 Syllable-level CTC
Each Chinese character corresponds to a tonal syllable.  Using character as an unit will 

cause OOV problem or data sparseness problem for those low frequency characters.

 How to combine different modeling 

units
 It is realized by the joint CTC/Attention 

multi-task learning architecture.

 The  advantages of using multi-task 

learning
1) If directly mixing syllable with 

character + subword,  an additional 

lexicon module is necessary to convert 

syllables to characters.

2) Using the syllable unit to train the CTC 

module can make the shared-encoder 

more robust for distinguishing different 

syllables, and further benefit the 

attention decoder.

• DataSet： Mandarin Corpus from OpenSLR

• Model：Transformer(12 ecoder blocks+6 decoder blocks)

• Results On Aishell-1:

 CER1: character error rate (CER) by using LM and CTC; 

CER2: CER without LM;

 char-subword is shown better than character and subword

 In CER1, syllabletone-char-subword is better than char-subword or subword

 In CER2,  either syllabletone-char-subword or syllablenotone-char-subword

has a significant reduction compared with char-subword or subword.

 Therefore, we regard that, in the cases of no LM is used, the model trained by 

syllable-char-subword is more effective than models trained by the other  units.


