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Lung nodule classification
≤ 2.5 ≥ 3.5

Malignancy progression: 

Benign Unsure Malignant

Classification label:

Ordinal label:

0 21

[0 0] [0 1] [1 1]

K is the number of classes

Cross-entropy loss:

Ordinal regression:

h(x) = r1 + η
K−1

∑
k=1

1[gk(x) > 0.5]

LCE = −
C

∑
c=1

yclog ̂pc

Benign Malignant

Unsure



• Ordinal relationship is resided in the data itself: align each 
training sample with a MOS (meta knowledge)

Proposed method: Meta ordinal set (MOS) 

• Definition of MOS for the i-th training sample:

is the number of classes.
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Proposed method: Meta cross-entropy (MCE) 

• In order to enable the designed model to absorb the meta knowledge 
maintained by the MOS, we propose to let the knowledge of each 
class to affect the loss and the back-propagation.

• The proposed meta cross-entropy loss:

LMCE = −
C

∑
c=1

ωclog ̂pc

• Compared with the conventional CE loss, the MCE loss enables the training samples to be 
supervised by the corresponding meta data (class-specific knowledge).

LCE = −
C

∑
c=1

yclog ̂pc



Proposed method: MOW-Net 

Optimization objectives:



Experiments: Classification

• We use the LIDC-IDRI dataset which is partitioned into 3 categories: Benign, 
Unsure, and Malignant.

• We compared our MOW-Net with the CE loss based method and 
the state-of-the-art ordinal regression methods.



• The weights of different classes varies across 
the training, and finally they tends to have 
similar values and become stable.

Experiments: Analysis on Learned Weights 

• At epoch 45, the malignant samples are clustered again and the unsure samples are more 
centralized than that of the previous epochs. 



Conclusion

We propose to align each training sample with a meta ordinal set (MOS), which 
acts as the meta knowledge.

Experimental results demonstrate that the MOW-Net framework surpasses other 
methods on lung nodule classification, and the weighting scheme evaluated on the 
weights learned from MOS samples reflects the model bias during training. 

The proposed meta cross-entropy (MCE) loss enables the MOS to affect the back-
propagation during the meta-learning scheme. 



Thanks for listening! 
Any Questions? 
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