PROGRESSIVE DIALOGUE STATE TRACKING FOR MULTI-DOMAIN DIALOGUE SYSTEMS

Introduction

Task-oriented dialogue systems aim to facilitate people with such
services such as taxi booking or hotel reservation through multi-turn
natural language conversations. The dialogue state tracker keeps close
track of the dialogue states to manage information about the tasks.
The dialogue states are usually organized in triples such as domain-
slot-value.

1 User

Can you recommend any boats

that are north of cambridge?
Attraction: type-boat, area-north

Yes the Riverboat Georgina at Cambridge
Passenger Cruisers, Jubilee House postcode cb43ax
is beautiful. The phone number is 01223902091 if
you would like to call for more information.

Can | have the address and entrance fee?

Attraction: type-boat, area-north

Yes, the address is cambridge passenger cruisers, jubilee
house. | don't have any information on the entrance fee.
Is there anything else | can help with?

Are there any moderately priced
restaurants near the riverboat?
Attraction: type-boat, area-north
Restaurant: price range-moderate, area-north

Sure, we have golden wok chinese, or the nirala indian
in the north part of town. Can | book one for you?

No, but can | get the address today?

Attraction: type-boat, area-north
Restaurant: price range-moderate, area-north

Our work is inspired by two critical observations in multi-domain
dialogue state tracking data:
 Accumulating state triples. The number of triples in dialogue states
increases with the growth of dialogue turns.
* Adjacent state dependencies. Although the states are accumulating,
the difference between two adjacent turns is constantly small.
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The contributions of our work:

* We propose to divide DST into two successive stages, i.e., progressive
domain-slot tracking and shrunk value prediction, based on our two
observations.

 We adopt three levels of embeddings and attentions to model the
domain-slot structure and capture the information on different levels.

* The progressive tracker predicts domain-slot pairs in parallel and
reduce the number of domain-slot candidates significantly for value
prediction, making our model more scalable and efficient.

Jiahao Wang™, Mingian Liu™ and Xiaojun Quan”
“School of Computer Science and Engineering, Sun Yat-sen University
TSchool of Computer Science and Engineering, South China University of Technology

Method

The dialogue state tracking is divided into two successive procedures: domain-slot tracking and shrunk value
prediction.
1. The domain-slot tracking model contains a multi-level attention module and a progressive domain-
slot tracker.
2. The shrunk value prediction model takes the predicted domain-slots and the dialogue context as
inputs, and outputs the corresponding values for each domain-slot with a pointer generator network.
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* Progressive Domain-Slot Tracking
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The progressive domain-slot tracker takes domain-slot predictions of previous turn and current
turn as input, and outputs the averaged results after smoothing the previous turn predictions.

B®) = {bit),bgt),...,b,gf)} is the dialogue state at t-th
turn, where bi(t) is the i-th domain-slot pair with label
from {pointer, dontcare, none}. ()
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* Accumulating state triples: |BZ§§;1)| < |B1§21| for most utterances.
* Adjacent state dependencies: Changed states |V(Y| is small.
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Result

* Joint Goal Accuracy
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Model MultiWOZ MultiWOZ
2.0 Acc. (%) 2.1 Acc. (%)
GLAD [2] 35.57 -
DST Reader [17] 3941 36.4
COMER [9] 45.72 -
TRADE [8] 48.62 45.6
NADST [18] 50.52 49.0
SAS [19] 51.03 -
DST-SC [20] 52.24 49.6
PRO-DST (Ours) 51.48 49.9

* Ablation study with Joint Domain-Slot Accuracy &

Joint Goal Accuracy

Row Model Domain-Slot Goal
Acc. Acc.

1 Our Model 58.06 49.89
2 — output of previous turn 56.28 48.4
3 — smoothing of previous-turn output 51.14 4475
4 — domain&slot attention module 47.92 41.99
5 — learnable domainé&slot emb. 5306 49 80

+ fixed domain&slot emb.

 The predictions in the previous turn effectively improve
the performance, but the smoothing operation is
critical.

 The information in the domain and slot levels improves
the performance significantly.

 Time complexity of different value sequence generation-

based models, n is the number of domain-slots.

Model Best Worst
COMER [9] (1) O(n)
TRADE [8] Q(n) O(n)
NADST [18] (1) O(n)
SAS [19] Q(n) O(n)
DST-SC [20] Q(n) O(n)
PRO-DST (Ours) (1) O(n)

Discussion

* The two observations can direct further research on developing
more accurate domain-slot tracker, e.g., utilizing large-scaled
pretrained language model.

* The three-level attentions enables finer-grained modeling of
domain-slot predictions and can be extended to more complicate
dialogue state ontology setting.

 The progressive domain-slot tracking mechanism can be improved
to focus more on the state changes between neighboring turns.




