PROGRESSIVE DIALOGUE STATE TRACKING FOR
MULTI-DOMAIN DIALOGUE SYSTEMS

ICASSP 2021

Jiahao Wang”, Mingian Liu' and Xiaojun Quan”

*Sun Yat-sen University
TSouth China University of Technology




1. Background

Dialogue State Tracking (Multi-Domain)

Can you recommend any boats N User Turn @:
that are north of cambridge? - System attr‘action-type-boat,
Attraction: type-boat, area-north e .
: attraction-area-north
Yes the Riverboat Georglna at Cambrldge

Passenger Cruisers, Jubilee House postcode cb43ax Turn 1:
is beautiful. The phone number is 01223902091 if attract iOn _ type _ boat ,

you would like to call for more information.

attraction-type-north

Attraction: type-boat, area-north B Turn 2:
Yes, the address is cambrldge passenger crwsers,jubilee Dialogue States attract j_on_type_boat
house. | don't have any information on the entrance fee. P> . )
Is there anything else | can help with? Domain_Slot_value attr‘actlon-type-nor‘th,
restaurant-price range-moderate,
restaurants near the riverboat?
Attraction: type-boat, area-north peStau ra nt -area- nor‘t h
Restaurant: price range-moderate, area-north TU rn 3 :

Sure, we have golden wok chinese, or the nirala indian

in the north part of town. Can | book one for you? attraction -type - boat )

attraction-type-north,

Attraction: type-boat, area-north restaurant-price range-moderate,
Restaurant: price range-moderate, area-north
= restaurant-area-north




2. Motivation

Two observations in MultiWOZ dataset
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W The domain-slot-value triples
increase with turns

—— (domain, slot, value) triple

—o— neighboring turn (domain, slot, value) differences = Differences of domain-slot-value
+ neighboring 'gurn (gamgin, sllot) dlifferelnces‘ tr‘iples between neighboring tur‘ns
are small

Average count (Log scale)
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2. Motivation

Two observations in MultiWOZ dataset -- Formalization

o BO=p® p by Dialogue state at the t-th turn
Define: o bi(t): i-th domain-slot pair with label from {pointed, dontcare, none}

o vO=(s® 0 601 changes from BED to B®

® 0 D
b, b = b

()
6 =f(x) = .
i ) bi(t) _ bi(t 1)

W  Accumulating state triples:

. (t-1) t
For most utterances: |Bp0inted| < |Bpointed

W Adjacent state dependencies:
A® is small



3. Method

Dialogue State Tracking

4

domain-slot pairs

Domain-Slot Tracking

Value prediction

Progressive Domain-Slot Tracking Shrunk Value Prediction
Our work — |

Multi-Level Progressive
Attention Tracker

Value Generator




3. Method

Progressive Domain-Slot Tracking

Context Embedding
Domain Embedding

!

] Domain Loss
[ BiLST™ }—————————»[ AttnProj |

E‘Fy Slot Embedding
Multi-Level l

Slot L
Attention (CsitstmJ+———{ Attnproj | 72 (4 ) overailoss

Global Loss

—?‘ Global Embedding

!
[ BiLSTM ]—>[ AttnProj J—{Progressive Tracker}f i

B  We adopt the attention mechanism on domain, slot, and global (combination of
domains and slots) levels

® We use three levels of attention to capture information of different levels

® We compute the loss of each level separately to help optimize the module



3. Method

Progressive Domain-Slot Tracking
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Inspired by the two observations:
W We design a progressive domain-slot tracker to make use of the predictions from the previous turn
® Progressive tracking allows the model to focus more on the change between adjacent turns

® We adopt a Softmax layer as a smoothing operation to reduce the risk of error propagation



4. Results

Joint Goal Accuracy

Model MultiwOZ MultiwWOZ
2.0 Acc. (%) 2.1 Acc. (%)
GLAD [2] 35.57 -
DST Reader [17] 3941 36.4
COMER [9] 45.72 -
TRADE [8] 48.62 45.6
NADST [18] 50.52 49.0
SAS [19] 51.03 -
DST-SC [20] 52.24 49.6
PRO-DST (Ours) 51.48 49.9

W Experiments on MultiWOZ show that our method achieves promising results



4. Results

Ablation Study

Row Model Domain-Slot Goal
Acc. Acc.

| Our Model 58.06 49.89
2 — output of previous turn 56.28 48.4
3 — smoothing of previous-turn output 51.14 4475
4 — domain&slot attention module 47.92 41.99
5 — learnable domainé&slot emb. 53.06 49 80

+ fixed domain&slot emb.

W The predictions in the previous turn effectively improve the performance,
but the smoothing operation is critical

W The information in the domain and slot levels improves the performance
significantly



5. Discussion

® The two observations can direct further research on developing
more accurate domain-slot tracker, e.g., utilizing large-scaled
pretrained language model.

W The three-level attentions enables finer-grained modeling of
domain-slot predictions and can be extended to more complicate
dialogue state ontology setting.

® The progressive domain-slot tracking mechanism can be improved
to focus more on the state changes between neighboring turns.
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