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Challenges in Domain Generalization
• Source domain labels may be unavailable in practice for training, and dataset labels cannot replace domain labels

when samples of a dataset are drawn from a mixture of domains.

• The domain-invariant representation should be class-discriminative, and ignore domain-specific information which
promotes overfitting to train data, e.g. specific illumination, image style, or imaging system.

• Most of existing approaches only align the features distributions and ignore the fine-grained class relationships
which can impact performance.

Problem of Deep Learning
Deep learning has widely acclaimed performance in various applications. Yet, its success is typically reliant on the
assumption that train and test data are sampled from the same distribution. Many real-world environments are highly
dynamic, making test samples to be out of distribution.

Domain Generalization
Domain generalization aims to realize more practical and
robust models deployable in the wild. Multiple source
domains are leveraged to directly generalize to unseen
domains with new data distributions. A core strategy is
to align the source domains in a common, class-
discriminative representation space.

Main Contributions
• A Domain-Free Domain Generalization (DFDG) method that is model-agnostic, and requires no domain labels and

expert-driven feature engineering.

• Class-wise alignment loss to consider the class relationships of samples from different domains.

• Automatically filter out task-irrelevant features by masking superficial observations (i.e. pixels, time step readings)
from the training inputs via saliency maps.

Masking of superficial observations:

1.Rank observations by SmoothGrad [1] 

saliency score: 𝑔 𝑥, 𝑐 =
𝜕𝑓 𝑥,𝜃 𝑐

𝜕𝑥

2

2.Sample 𝑞~𝑈𝑛𝑖𝑓 0, 𝑞𝑀𝑎𝑥

3.Observations with saliency score below the
𝑞𝑡ℎ percentile are shuffled

4. In each batch, augment m% of samples

Method

Objective function for batch of samples B:     𝐿 = ℓ𝑐𝑒 + 𝛼ℓ𝑎𝑙𝑖𝑔𝑛

Classification task loss:    ℓ𝑐𝑒 = −
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Regularize for class-relationship alignment of samples regardless of 
their domains: 
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where
𝐵 𝑐 = {𝑖|𝑖 ∈ 𝐵, [1,⋯ , 𝐶]𝑦𝑖= 𝑐}
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Setup

For each domain 𝐷, samples 𝑥𝑖
𝐷
, 𝑦𝑖

𝐷
are drawn from a fixed 

distribution 𝑋 𝐷 , 𝑌 𝐷 ~𝑃(𝐷); 𝑦𝑖 is one-hot vector of true class label in 

𝐶 classes. No sample from the target domain is available. 

For model 𝑓 parameterized by 𝜃, 𝑝𝑖 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑓 𝑥𝑖; 𝜃 are soft labels. 

Bearings [2] (vibration sensor signals)

• 10 classes: 9 faulty classes, 1 healthy class

• 8 operating conditions (domains): 4 loading 
torques x 2 bearing locations

PACS [4] (images)

• 7 classes

• 4 art styles (domains)

HHAR [3] (device motion sensor signals)

• 6 human activity classes

• 9 users (domains)

Bearings 

TrainAll

DFDG

HHAR

Ablation Studies (on Bearings):

PACS

Generalization Performance:

• DFDG hyperparameters: 𝛼 = 0.1, m=50, 𝑞𝑀𝑎𝑥 = 70.

• Methods for comparison: TrainAll, MMLD [6], RSC [5].
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between classes
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