Adaptable Multi-Domain Language Model for Transformer ASR Paper ID: 1298

Taewoo Leel, Min-Joong Lee?, Tae Gyoon Kang?, Seokyeoung Jung!, Minseok Kwon?, Yeona Hong?, Jungin Lee?!, Kyoung-Gu Woo?,
Ho-Gyeong Kim?, Jiseung Jeong?, Jihyun Lee?, Hosik Lee?, Young Sang Choi?
Al R&D Group, °Samsung Advanced Institute of Technology, Samsung Electronics, South Korea
{twl.lee, minjoong.lee, taeg.kang, jihyun.s.lee}@samsung.com

Abstract 2. Previous Study (Adapter in NLP) 3. Proposed Method
We propose an adapter based multi-domain| | S ,
R RN * Model Architecture
Transformer based language model (LM) for ! e ; o N The £ the left is the struct £ Trancf ‘M bef
. . ansormer é_ T i Y e R S T X . e figure on the left is the structure of Transformer efore
Transformer ASR. The model consists of a big  Layer 1 [©00000] | QEETTED R S ; 5 ,
. . (Chdgapeer ] D (e | - _tinear ] i Umear ) (binegn, ] e the adapter is added.
size common LM and small size adapters. The S o — : e nom ) 5 A \: . _ . .
. . . S — T | B I R N eeleenll * The figure in the middle is the structure of the proposed
model can perform multi-domain adaptation i ! ) | b (daprer,) - dapter)| 1 | 5 - : : :
. . . | A i A 5 R M e | Transformer multi-domain LM. As shown in the figure, the
with only the small size adapters and its ‘-*‘ - | ; I O I I W S . .
é_ A 00O ; | 5 .1 | Feedfonad R | ul proposed method is made by adding adapter modules to the
related layers. The proposed model can reuse ) o | | G CeNen ) | @D - @D | (e | L
. . . , = ! [ Feedioniard } , IR E R ) EYURI A existing Transformer LM layers.
the full fine-tuned LM which is fine-tuned - [Fecttoadier] [ | : | | | (Adapters)--(daptera) | ||| 55 ; , , T
. . ' —— ! 0000001 | 0 [ Muiti-Head J O e I | ; * Finally, the figure on the right is the added adapter module.
using all layers of an original model. The | e P ] ; L Atention )i b [ Attention J e | , .
¥ RS ——— - - N R 2 < | G ] o When learning a small amount of new data for each domain, only
proposed LM can be expanded to new Ao = L (memem ) | G i | ; S , o ,
. . o . - el U - W) S OO 0000]| the adapter, layer normalization, and linear layers indicated in green
domains by adding about 2% of parameters Fig. 1 Fig. 2 ; D Encoding || A L ¥ . .
for a first domain and 13% parameters for G | [ ’ are trained for the target domain data.
° . . ‘\\ Embeddin P Embeddin Transformer . .
after second domain. The proposed model is Like I:es(r;fet blocdk,lan adaptder module cc|)n5|stsi.lc<)f T T""g' """"" g t-){??--g- -------- g  Even when the domain is expanded, Only the adapter-related Iayers
. o . t\,NO eedforward layers and one RELU layer like Fig 3 can be branched while leaving the layer corresponding to the large
also effective in reducing the model Fig. 2. &- oody ac it i
. e . N . ody as it is.
maintenance cost because it is possible to  Like Fig 1. The adapter modules are added twice Y
omit the costly and time-consuming common to each Transformer layer. One is added after the
LM pre-training process. Using proposed projection follc.)wing multi headed attention and 5. Experiment 1
adapter based approach, we observed that a ?anztrl;er one is added after two feed forward  Table 1 shows how far the recognition rate can be
general LM with adapter can outperform a| |, Dzrmé adapter tuning, the green layers are o ILTAprgvecisvhen anjdapter Issprilllveld tc;?c glvhen G(ejneral
: : : : ’ Table 1. WERs of E2E, E2E-G-LM, and E2E-G-LM-A on General Domain TCs . By aading an adapter to the and further adapting
dedicated music domain LM in terms of word - Y
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