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Joint Speaker-Environment Representation
Introduction

▶ DNN: there have been tremendous advances in the accuracy

of large vocabulary speech recognition systems

▶ The performance improvements are largely limited to clean

and moderately noisy test conditions

▶ Solution: normalization of speaker and environment variability

▶ fMLLR: feature-transform-based

▶ CAT (Cluster Adaptive Training): structured-model-based

▶ Multi-condition training: data-based

▶ Augmentation the DNN input with auxiliary features (*)
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Joint Speaker-Environment Representation
Introduction

▶ Concatenate i-vector for a given speaker (IBM) / utterance

(Google) to every frame

▶ Concatenate noise estimation for each utterance to every

frame (Microsoft, Cambridge)

A number of factors such as the speaker identity and so-called
session factors can contribute to the variability in the parameters N
and F . Session factors include undesired variation associated with
the utterance length, phonetic dependency and environmental con-
ditions. In the last few years Factor Analysis (FA) has proved to
be successful in modelling these components of variability as low
dimensional latent variables (i.e. manifolds).

Several alternative FA methods have been used for speaker
recognition, namely Joint Factor Analysis (JFA) [17], Total Variabil-
ity (TV) [18] and more recently, Probabilistic Linear Discriminant
Analysis (PLDA) [19]. Unlike JFA, where the undesired session
variability and the useful speaker variability are explicitly modelled
as two non-overlapping manifolds, the TV model has shown superior
performance by modelling all sources of variability in the supervec-
tor as a single manifold. A point in this space of latent variables is
referred as an “identity vector”, or i-vector. The PLDA model can
be seen as a combination of the previous two techniques, focused on
extracting the speaker variability from the utterance i-vector.

Since they provide a compact representation of speaker and ses-
sion factors that we wish a speech recognition system to be invariant
to, i-vectors and other FA-based factors have been used in the past
for rapid speaker adaptation of speech recognition systems. How-
ever, most of these contributions were based on classical HMM-
based acoustic models. The Eigenvoices model [20] uses short-term
HMM-derived speaker factors (i.e. eigenvoices) to bring a general
speech recognition model closer to a particular speaker, and Bacchi-
ani [11] used i-vectors for a better modelling of session variability,
demonstrating an 11% WER reduction..

2.1. Computing i-vectors

Utterance supervectors are typically represented by the accumulated
and centered zero- and first-order Baum-Welch statistics, N and F

respectively. N and F statistics are computed from a UBM, denoted
by �. For UBM mixture m 2 1, . . . , C, with mean, µm, the corre-
sponding zero- and centered first-order statistics are aggregated over
all frames in the database:

Nm =
X

t

P (m|ot,�), (1)

Fm =
X

t

P (m|ot,�)(ot � µm), (2)

where P (m|ot,�) is the Gaussian occupation probability for the
mixture m given the spectral feature observation ot 2 <D at time
t. The TV model can be seen as a classical FA generative model
[21], with observed variables given by the vector of stacked statis-
tics F = {F1, F2, . . . , Fm}. The TV model defines a set of hidden
variables x 2 <L : P (x) = N (0, I) and a Gaussian distribution
P (x|F ) that represents the utterance. In order to formulate P (x|F ),
the model imposes a Gaussian distribution over P (F |x), which re-
lates observed and hidden variables in terms of a the rectangular low
rank matrix T 2 <CD⇥L:

P (F | x) = N (NTx,⌃), (3)

being ⌃ 2 <CD⇥CD a diagonal covariance matrix in the space of
F . Here, N denotes a diagonal matrix of size CD⇥CD formed by
C diagonal blocks of size D ⇥D where the m-th component block
is given the matrix NmI(D⇥D).

The utterance i-vector is defined as the value of x that maxi-
mizes P (x|F ) -the mean value-. For the imposed values of P (x)
and P (F |x) the i-vector is formulated as:

x = (I + T

t⌃�1
NT )�1

T

t⌃�1
F, (4)

Size Context Layers Units per Output ParamsL R layer states
Small 10 5 4 480 1000 1.5M
Medium 10 5 6 512 2000 2.7M
Large 16 5 6 2176 14247 70M

Table 1: Parameters for the fully-connected sigmoid neural net-
works with softmax outputs.

The TV model is thus a data driven model with parameters
{�, T,⌃}. In [18] the authors provide a more detailed explanation
of deriving these parameters, using the EM algorithm.

3. ADAPTING DNNS WITH I-VECTORS

Here we propose the idea that i-vectors can be used as input features
for neural networks, resulting in improved recognition. i-vectors
encode precisely those effects to which we want our ASR system
to be invariant: speaker, channel and background noise. While the
targets to which we normally train are independent of these factors,
providing the network with a characterisation of them at the input
should enable it to normalise the signal with respect to them and
thus better able to make its outputs invariant to them.

Consequently, we propose augmenting the traditional acoustic
input features with the utterance i-vector. A network which takes
a context window of c frames of d dimensional acoustic features is
augmented with v i-vector dimensions resulting in a cd + v dimen-
sional input, as shown in Figure 1.

Stacked acoustic features i-vector

CD State posterior outputs

Hi
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 la
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rs
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tp
ut

s

Fig. 1: Diagram of a 2-hidden layer neural network with inputs aug-
mented with i-vectors.

As with traditional cross-entropy training, frames from the train-
ing data are randomly selected and stacked with the appropriate con-
text window but all frames from a given utterance are augmented
with the same v dimensional utterance i-vector.

3.1. Baseline Experiments

In our first experiments we trained three different sizes of network,
with and without utterance i-vectors. The network configurations
were chosen to suit both “cloud” speech recognition on a conven-
tional server as well as two sizes of “embedded” speech recog-
nizers designed to run on mobile phones of different processing
power. Each network is fully connected with logistic sigmoid hid-
den layers and softmax outputs, receiving stacked 25ms frames of
40-dimensional Mel filterbank energy features as input. The number
of parameters in the baseline networks are shown in Table 1, with
the augmented networks having slightly more parameters in the ini-
tial layer because of the increased input dimension. All the networks
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Joint Speaker-Environment Representation
Introduction

▶ (*) Use the i-vector/noise-spectrum as a non-phonetic

representation to augment input

▶ These coarse representations could be finer =⇒ “JSER”
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Joint Speaker-Environment Representation
An overview of the idea

▶ Derive a joint representation of speaker and environment that

can be used to augment DNN input

▶ Use noisy i-vectors as input to train the DNN that estimates

the Joint Speaker and Environment Representation

(JSER)

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 5 / 26
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Joint Speaker-Environment Representation
Why i-vectors?

▶ i-vector is a low-dimensional representation of the acoustic

variability related to:

▶ Speakers

▶ Environment

▶ Dialects

etc., rather than phonetic variability

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 6 / 26
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Joint Speaker-Environment Representation
The proposed model: MTL-MSE-JSER, MTL-CE-JSER, JTL-CE-JSER

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 7 / 26



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Joint Speaker-Environment Representation
Experiments: setup

▶ Experiments were conducted on corrupted WSJ databases

▶ 84 speaker WSJ0 subset for training the acoustic model

▶ WSJ0 + WSJ1 for training the Joint Speaker and

Environment Representation (JSER) transforms

▶ 8 different types of noise were added to the clean waveforms at

different SNRs

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 8 / 26
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Joint Speaker-Environment Representation
Experiments: i-vector extraction

▶ Two different noise corrupted databases

▶ i-vector extraction

▶ 283 speakers

▶ 8 noise types × 8 SNRs =⇒ 64 times the size of clean

database

▶ Acoustic model training (TBC)

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 9 / 26
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Joint Speaker-Environment Representation
The JSER model, revisited

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 10 / 26



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Joint Speaker-Environment Representation
Experiments: JSER prediction accuracy

Speaker Environment

Multi-Task Learning Train CV Train CV

MTL-MSE-JSER (60) 0.0501 0.0633 0.0931 0.1337

MTL-CE-JSER (60) 99.28 97.39 93.94 89.50

Spk.× Env.

Joint-Task Learning Train CV

JTL-CE-JSER (60) 93.02 80.62

Table: Speaker and noise classification performance of JSER-DNNs. For

MTL-MSE-JSER, the numbers are MSE values and for the rest they are

classification accuracies in percentage. The number in brackets is the

dimensionality of the bottleneck layer.
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Joint Speaker-Environment Representation
Experiments: acoustic model training

▶ Two different noise corrupted databases

▶ i-vector extraction (done)

▶ Acoustic model training

▶ 84 speakers

▶ (8 noise types + clean) at random SNRs

▶ Multi-condition training set (the same size of clean set)

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 12 / 26
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Joint Speaker-Environment Representation
The acoustic model, revisited
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Joint Speaker-Environment Representation
Experiments: evaluation

▶ Experiments were conducted on a corrupted WSJ database

▶ Evaluation set

▶ Corrupted eval92, dev93, eval93 5k closed vocabulary test sets

▶ The same 8 noise types at random SNRs

▶ Trigram language model was used in decoding

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 14 / 26
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Joint Speaker-Environment Representation
Experiments: evaluation

dev93 eval92 eval93

multi-condition 14.08 8.31 11.14

i-vector (25) 13.90 7.73 11.40

i-vector (100) 14.38 8.09 11.22

MTL-MSE-JSER (60) 13.72 8.07 11.06

MTL-CE-JSER (60) 13.34 8.37 9.89

JTL-CE-JSER (60) 15.36 9.47 11.89

Table: Word error rates for various speaker and environment

representations. The number in brackets is the dimensionality of the

representation.
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Joint Speaker-Environment Representation
Analysis

▶ MTL-MSE-JSER outperforms the 100-dimensional baseline

and multi-condition baseline in all 3 test sets

▶ MTL-CE-JSER is even better on dev93 and eval93

▶ MTL-CE-JSER has much better WERs on dev93 and eval93

than 25-dim i-vector =⇒ the best in terms of averaged

WER:

▶ MTL-CE-JSER: 10.53%

▶ 25-dim baseline: 11.01%

▶ JTL-CE-JSER causes degradation on all test set

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 16 / 26



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

Joint Speaker-Environment Representation
MTL training results, revisited

Speaker Environment

Multi-Task Learning Train CV Train CV

MTL-MSE-JSER (60) 0.0501 0.0633 0.0931 0.1337

MTL-CE-JSER (60) 99.28 97.39 93.94 89.50

Spk.× Env.

Joint-Task Learning Train CV

JTL-CE-JSER (60) 93.02 80.62

Table: Speaker and noise classification performance of JSER-DNNs. For

MTL-MSE-JSER, the numbers are MSE values and for the rest they are

classification accuracies in percentage. The number in brackets is the

dimensionality of the bottleneck layer.
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Joint Speaker-Environment Representation
Conclusion

▶ Presented 3 novel methods for training discriminative joint

speaker-environment representations from i-vectors

▶ Investigated multi-task learning to learn the mapping from

noisy utterance i-vectors to:

▶ Clean speaker i-vectors and pure noise i-vectors (MSE)

▶ Speaker labels and noise labels (CE)

▶ Joint speaker-noise labels (CE)

▶ The representations are the activation of the linear bottleneck

layer

▶ Appending representations at the input of acoustic model

=⇒ promising (except JTL-CE-JSER)
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Joint Speaker-Environment Representation
Future work

▶ Explore additional auxiliary tasks

▶ Application to noise robust speaker verification

▶ Address the issue: in some settings, the frame accuracy has a

huge gain, but it does not translate into WER (. . . may try an

end-to-end NN?)

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 19 / 26
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Joint Speaker-Environment Representation
Why i-vectors?

▶ Given a Gaussian Mixture Model (GMM), the corresponding

speaker-specific mean super-vector M(s), for speaker s, can

be approximated as:

M(s) = m+ Tw(s)

▶ m is the mean super-vector from the GMM-UBM

▶ T is the low-rank total variability matrix

▶ w(s) is the low-dimensional i-vector for speaker s

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 21 / 26
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Joint Speaker-Environment Representation
Experiments: setup

▶ Experiments were conducted on a corrupted WSJ database

▶ 84 speaker WSJ0 subset for training the acoustic model

▶ WSJ0 + WSJ1 for training the Joint Speaker and

Environment Representation (JSER) transforms

▶ 8 different types of noise were added to the clean waveforms at

different SNRs

▶ Restaurant, street, supermarket, food-court, living room, mall,

taxi and gym

▶ Noise recording was about half an hour long

▶ Mixed with a random noise segment equal to the duration of

the waveform

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 22 / 26
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Joint Speaker-Environment Representation
Experiments: i-vector extraction

▶ Two different noise corrupted databases

▶ i-vector extraction

▶ 283 speakers

▶ 8 different SNRs: 5dB to 20dB in steps of 2dB

▶ 8 noise types × 8 SNRs =⇒ 64 times the size of clean

database

▶ Pure noise i-vectors: long noise recordings randomly

segmented into many 20-second chunks and MFCC features

were extracted

▶ For each utterance i: {w(i), w(si), w(ni)} and {w(i), si, ni}.

▶ Acoustic model training (TBC)

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 23 / 26
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Joint Speaker-Environment Representation
Experiments: acoustic model training

▶ Two different noise corrupted databases

▶ i-vector extraction (done)

▶ Acoustic model training

▶ 84 speakers

▶ (8 noise types + clean) at random SNRs between 10dB and

20dB

▶ Multi-condition training set (the same scale of clean set)

▶ 13 MFCC, ∆ and ∆∆ features normalized by mean and

variance over the utterance

▶ 11 frames of temporal context

▶ Tied-state labels are from MMI trained GMM-HMM

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 24 / 26
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Joint Speaker-Environment Representation
Experiments: evaluation

▶ Experiments were conducted on a corrupted WSJ database

▶ Evaluation set

▶ Corrupted eval92, dev93, eval93 5k closed vocabulary test sets

▶ The same 8 noise types at random SNR from 5 dB to 20 dB

▶ Trigram language model was used in decoding
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Joint Speaker-Environment Representation
Analysis

▶ Utterance-level i-vector adaptation instead of speaker-level

adaptation

▶ 25-dimensional i-vector setting is better than 100-dimensional

one

M. Yin, S. Sivadas, K. Yu, B. Ma JSER SJTU & I2R 26 / 26
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