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Summary of the work

Problem- Insufficient training instances in time series classification task demands novel

deep neural network architecture to warrant consistent and accurate performance.

Solution-

• We propose Blend-Res2Net that blends two different representation spaces: ℋ1 𝑥 =

ℱ 𝑥 + 𝑇𝑟𝑎𝑛𝑠 𝑥 and ℋ2 𝑥 = ℱ 𝑇𝑟𝑎𝑛𝑠 𝑥 + 𝑥.

• Deep network complexity is adapted by proposed novel restrained learning, which

introduces dynamic estimation of the network depth.

Results-

• Blend-Res2Net is demonstrated by a series of ablation experiments over publicly

available benchmark time series archive- UCR.

• Blend-Res2Net outperforms baselines and state-of-the-art algorithms including 1-NN-

DTW, HIVE-COTE, ResNet, InceptionTime, ROCKET, DMS-CNN, TS-Chief



Blend-Res2Net: Algorithms and architecture

Blend-Res2Net consists of three distinct components-

1. Transformation of the residual channel: The transformation of residual channel

incorporates spectral (Discrete Fourier co-efficients) signature in the residual mapping.

2. Blending of learning channels: Two parallelly constructed transformed residual networks

are merged together to enable intricate learning model.

3. Restrained learning: Restrained learning dynamically limits the network complexity by

incorporating elasticity of the residual block depth through dynamic layer configuration.



Transformation of the residual channel



Transformation of the residual channel



Blending of learning channels

We construct the blended representation ℋ𝐵𝑙𝑒𝑛𝑑(𝑥) by concatenating (||) ℋ𝐿
1 and ℋ𝐿
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Restrained Learning by Estimating Network Depth

Algorithm: Estimating network depth (Demonstrating for 𝒳𝑇𝑟𝑎𝑖𝑛
1 )

Input: 𝒳𝑇𝑟𝑎𝑖𝑛
𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒 , 𝒳𝑇𝑟𝑎𝑖𝑛

1 , maximum allowed residual blocks 𝛿𝑚𝑎𝑥 and minimum residual blocks 𝛿𝑚𝑖𝑛

Output: 𝛿𝐹𝑖𝑛𝑎𝑙 𝒳𝑇𝑟𝑎𝑖𝑛
1

Method:

1. 𝛼𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒 = 𝑚𝑎𝑥 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝒳𝑇𝑟𝑎𝑖𝑛
𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒

2. 𝛼1 = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝒳𝑇𝑟𝑎𝑖𝑛
1 , 𝛼1_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =

𝛼1

𝛼𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒

3. 𝛽𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒 = 𝑚𝑎𝑥 𝒳𝑇𝑟𝑎𝑖𝑛
𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒

4. 𝛽1 = 𝒳𝑇𝑟𝑎𝑖𝑛
1 , 𝛽1_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =

𝛽1

𝛽𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒
(The normalization factors are set to 1 in the absence of

other types of training datasets other than 𝒳𝑇𝑟𝑎𝑖𝑛
1 or when 𝒳𝑇𝑟𝑎𝑖𝑛

𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑒 = 𝒳𝑇𝑟𝑎𝑖𝑛
1 ).

5. 𝛿𝐹𝑖𝑛𝑎𝑙 𝒳𝑇𝑟𝑎𝑖𝑛
1 = 𝑚𝑖𝑛 𝛿𝑚𝑎𝑥, 𝑚𝑎𝑥 𝛿𝑚𝑖𝑛, 𝛼

1_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 × 𝛽1_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑
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Conclusion

• The proposed interplay of model complexity and relaxation in Blend-Res2Net

has played an important role to construct a substantially improved time-

series classification model and outperformed the current benchmarks and

state-of-the-art methods.

• Ablation studies further reveal efficacy of the proposed method.

• Our future direction is to introduce game theoretic equilibrium setting

between model complexity and model relaxation.
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