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Reducing Spelling Inconsistencies in Code-Switching ASR using
Contextualized CTC Loss
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Effect of beamwidth

CCTC model

* Introduce additional context prediction heads:
* For predicting “surrounding” letters [1]

Summary CS Corpus

Train Test

150 Hr

Development
24 Hr 26 Hr
#total utterances 190K 30K 35K
#TH-CS utterances 8.4K 1.3K 2K
#TH letters ™ IM IM
#EN letters 84K 30K 19K
#TH words 1.9M 293K 333K
#EN words 14K 2K *
#TH vocabulary 36K 12K
#EN vocabulary 3K 1K 1K

* Non-autoregressive models produce
inconsistent spellings in Code-Switching ASR.

duration

ne middle head is trained by CTC loss.
ne context heads are trained by Cross Entropy (CE) loss.
ne model is trained in a multi-task learning manner.

* CCTC loss mitigates the problem by:

* Adding language dependencies to letters
without: Left context label: hwt_l

* Losing parallelizability l !

* Needing of frame-level alignments Lo [ Cocloss |

* Modifying the output units _Softmax _ [ softmax_|

N

ground truth: y” Right context label: hwl

beamwidths

TH-CS

Results on CS corpus

* The training set includes both monolingual and CS

* We show the effectiveness of CCTC in both . 1 . utterances.
Code-Switching (CS) ASR and monolingual  The evaluation set is separated into:
ASR. « TH (Thai Monolingual)

. :  TH-CS (Thai-English code-switching)
Code-Switching ASR

 The model is a fully-convolutional Wav2Letter+ [2].
* Code-Switching (CS) speech alternates languages within

Middlelhead: m;

Left context

Base model

)

The asterisk indicates significant difference using

Input: X MAPSSWE test.
an utterance. |
. WER (%) beamwidths
Borrow WOI’IdS CCTC loss Data Model . 3 . .
* Thai: Awilil follower it 5000 argmax __beam _ 3-gram Results on Monolingual English
« Contextualized CTC (CCTC) loss is defined below: Development set
* Eng: The person who has only 5000 followers. K TH CTC 15.01 14.89 13.27 * Train: LibriSpeech clean 100 hr subset
* Borrow phrases Lecre = Lere + z a kLK + BELE. gggC 1248.6072>*< 1247.5782< 12?2107;< » Test: LibriSpeech clean
* Thai: i work from home 11LABUE 4 LABULA? fe=1 TH-CS ' ' ' Model Decoder
o _ _ | CCTC || 27.57* 27.43 23.78 Wav ol TCTC 1
¢ Eng: * We used the prediction from the previous iteration as avzLetter+ w greedy
g: | have worked from home for almost 4 months. g Test set Wav2 etter+ w/ CCTC reed
ground truths for training context heads (L.;). CTC 15 66 5357 1347 Vel 4 greedy _
. . . TH . - ° Wav2Letter++ w/ CTC [3] | beam w/ 3-gram .
| | | « Consecutive duplicates are ignored. CCTC 15.30*%  15.22% 13.42 Wav2 L etter+ w/ CTC beam w/ 3-gram I
Fully convolutional non-autoregressive model is fast. * Blank tokens are ignored. TH.CS CTC 27.73 27.74 25.04 Wav2Letter+ w/ CCTC beam w/ 3-gram I
* It predicts all tokens along time axis at once. - i CCTC || 27.33« 27.27% 24.56*
* |t lacks dependencies between predicted letters vidderead | | | || | | | | | | |
softmax - . - FUture Work
MOtlvath N argmax\ Ao CTC [2u8 39 1199 @11190 LA ANEUT VDY WILDIA | |
_ cCTC |lalsu 39 9159 @19759 Wil ANZUT U9 WSZa9A > EXplore the effectiveness of CCTC in other sequence
* No letter dependency raises the problem of: ‘ oredicting problems
. . : CTC |91U 39 NI @150 WH FIEUT VDI NILDIA | | |
Inconsistent spelling 3-gram LM - . 5 > Explore the benefits of using wider contexts
o Mixing alphabets from many Ianguages within a CCTC |lau 39 1199 @10150 bR AIEUN VD9 NTLDIA
single word = unreadable Ground truth lau 39 199 @11750 WH ANEUY VDS WITDIA
* Example: au 7 1 folanes Wies ua % W e oy 7T folata® s ue 1 References
fol.au.ar Argmax d = S v o
| CCTC | AU 1 U polower 1B LA %1 W [1] Zhang, Yu, et al. "Speech recognition with prediction-adaptation-
* Wrong character ordering e lou 7 8 W&AE 1Red w5 correction recurrent neural networks." ICASSP 2015.
* Predicting ‘aue’ instead of the ground truth *[aw. 0 3-gram LM T - —— [2] Kuchaiev, Oleksii, et al. "Mixed-precision training for nlp and
> , CCTC |AU 71 U follower LW A %1 WU speech recognition with openseq2seq." arXiv preprint, 2018.
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* The sound of the middle letter, 2, comes first.

LE’% = _logp(hpt—Z) LCTC

\

Lir = —logP (hp,+1)

Ground truth

au 7N 4 follower g9 WA 11 WY

[3] Pratap, Vineel, et al. "WavZ2letter++: A fast open-source speech
recognition system." ICASSP 20109.
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