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Challenge
• Compared with previous polarity analysis tasks, dialogue-level 

polarity and utterance-level meta-polarity in advising result 
analysis task (ARA) are interrelated and both need to be 
identified. 

• Meanwhile, the distribution of meta-polarities are quite 
imbalanced, and more than 95% meta-polarities are labeled as 
Neutral.

Evaluation Metrics

• The accuracy of dialogue prediction is considered as the main 
metric. 

• In addition, micro-precision, micro-recall, and micro-F1 score 
are also evaluated for reference.

Our Solution
Utterance matching model

Results

Conclusion
• We conduct a pilot study on the task of ARA based on a 

reformulated large advising dataset. 
• We propose an utterance classification model (UCM) to predict 

both meta-polarities and overall polarity to make our model 
interpretable. 

• A novel two-stage progressive training (TSPT) method is 
employed to help our UCM performs better on this imbalanced 
dataset 
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TSPT is proposed 
to help the model 
converge better

Encode dialogue  context 
semantics

Encode utterance context 
semantics

Further aggregate 
information

Using utterance and its 
context as input

Utterance label prediction

Dialogue label prediction

Given a dataset D, a sample of D can be represented as (𝑐, 𝑦). Specifically, 
 c =  𝑈௠ ௠ୀଵ

௡೎  represents the context with 𝑛௖ utterances.  𝑦 = ൛𝑦ௗ, 𝑌௨}

represents the label set of the dialogue, where 𝑦ௗ means the overall 
polarity of the dialogue, and 𝑌௨=  𝑌௨೘ ௠ୀଵ

௡೎
 are the meta-polarities for the 

𝑛௖ utterances. Our goal is to learn a prediction model 𝑔(𝑐) from D to 
predict the label set of a dialogue. 


