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Continuous Speech Separation

The goal of continuous speech separation is to estimate individual speaker signals from a continuous speech input, 
where the source signals are fully or partially overlapped.

The mixed signal is formulated as 𝑦 𝑡 = 
𝑠=1

S
𝑥𝑠(t), where 𝑥𝑠(t) is the 𝑠-th source signal, t is the time index. 𝒀1 𝑡, 𝑓

and 𝑿𝑠 𝑡, 𝑓 refers to the STFT of the first channel of 𝑦 𝑡 and 𝑥𝑠(t) , respectively.

When C microphones are available, the input of the speech separation model is 𝒀 𝑡, 𝑓 = 𝒀1 𝑡, 𝑓 ⊕ IPD 2 … ⊕ IPD C , 
where IPD i is the inter-channel phase difference between the i-th channel and the first channel.

The speech separation model estimates a group of Masks {𝑴𝑠 𝑡, 𝑓 }1≤𝑠≤𝑆. Then each 𝑿𝑠 𝑡, 𝑓 is obtained as
𝑴𝑠 𝑡, 𝑓 ⨀ 𝒀1 𝑡, 𝑓 , where ⨀ is an elementwise product.

Conformer speech separation model

Conformer is a state-of-the-art ASR encoder architecture, which inserts a convolution 
layer into a Transformer block to increase the local information modeling capability of 
the traditional Transformer.

Each Conformer block consists of a self-attention module, a convolution module, and a 
macron-feedforward module.

The Convolution module starts with a pointwise convolution and a gated linear unit 
(GLU), followed by a 1-D depthwise convolution layer with a Batchnorm and a Swish 
activation, and it is followed by a pointwise convolution layer.

In the self-attention module, we firstly convert the hidden state to Q, K, V, and then 
apply a multi-head self-attention mechanism with relative position embedding:

Chunk-wise processing for continuous speech separation

Masks Masks Masks

The speech overlap usually takes place in a natural conversation which may 
last for tens of minutes or longer. To deal with such long input signals, we 
employ the chunk-wise processing for continuous speech separation.

We apply a sliding window which contains three sub-windows, representing 
the history context (𝑁𝒉), the current segment (𝑁𝒄), and the future context 
(𝑁𝒇),. We compute the masks for the current segment using the whole three 

sub-windows.

For each time, we move the window position forward by 𝑁𝒄 frames and 
compute the masks for the next 𝑁𝒄 frames. In this way, we can realize 
streaming processing for continuous speech separation.

To further consider the history information beyond the current chunk, we also consider taking account of the previous chunks in the 
self-attention module.

The rewritten self-attention equation is as: 

where Q is still obtained by the current chunk while K and V are the concatenations of the key and value in the previous and current chunks. 

Results on LibriCSS

Models

Models # Params Layers
Hidden 

dimension
Attention 

heads
Attention 
dimension

BLSTM 21.80M 3 512 - -

Transformer-base 21.90M 16 2048 4 256

Transformer-large 58.33M 18 2048 8 512

Conformer-base 22.07M 16 1024 4 256

Conformer-large 58.72M 18 1024 8 512

Results on Real Conversation dataset

Improvements on Real Conversation dataset

Real Conversation dataset is an internal real conversation corpus which consists of 15.8 
hours of single channel recordings of daily group discussions. Compared with LibriCSS, they 
are significantly more complex with respect to the acoustics, linguistics, and interspeaker 
dynamics.

To deal with the real data challenges, We made three improvements:

1. Increase the training data amount to 1500 hours

2. Merge two channel outputs were merged when a single active speaker was judged to 
be present. It can help mitigate the word insertion errors from the redundant output 
channel for single speaker regions.

3. we used single speaker signals corrupted by background noise as a training target to 
reduce the distortion introduced by the masking operation. This noisy label scheme 
allowed the separation network to focus only on the separation task and leave the noise 
to the ASR model.

Conclusion

We investigated the use of Conformer for continuous speech separation and achieve the 
state of the art on LibriCSS dataset for both the single-channel and multi-channel settings.

We successfully achieve significant gains in the real meeting scenario, by introducing 
several methods (training data enlargement, mask merging scheme, and training target 
corruption) 

We explore chunk-wise processing to enable the Transformer family model to do 
streaming speech separation and enable the self-attention module to consider the history 
information beyond the current chunk with the previous state reused. 

Video demo: https://www.youtube.com/watch?v=WRfPBnWc2qQ
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