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Continuous Speech Separation

• To estimate individual speaker signals from a continuous speech input, 
where the source signals are fully or partially overlapped.

• Mixed signal:                                      s-th source signal: 

• (STFTs) short-time Fourier transforms: 

• Speech Separation Process:
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Conformer speech separation model

• Conformer model:
• a state-of-the-art ASR encoder architecture

• efficiently capture both local and global context information

• Conformer block:

• multi-head self-attention

Relative position embedding



Chunk-wise processing for continuous separation
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Chunk-wise processing for continuous separation
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Chunk-wise processing for continuous separation
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• Self-attention considering the history information beyond the 
current chunk:
• Q is obtained by the current chunk
• K and V are the concatenations of the key and value in the previous and 

current chunks.

Chunk-wise processing for continuous separation



Experiments
• Training data: 219 hours of artificially reverberated and mixed utterances that 

sampled randomly from WSJ1

• Evaluate data: LibriCSS (real recordings created by concatenating and mixing 
LibriSpeech utterances with various overlap ratios)

• Separation models:

Models # Params Layers
Hidden 

dimension
Attention 

heads
Attention 
dimension

BLSTM 21.80M 3 512 - -

Transformer-base 21.90M 16 2048 4 256

Transformer-large 58.33M 18 2048 8 512

Conformer-base 22.07M 16 1024 4 256

Conformer-large 58.72M 18 1024 8 512



Experiments on LibriCSS
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Experiments on Real Conversation dataset

• Real Conversation dataset
• an internal real conversation corpus which consists of 15.8 hours of single 

channel recordings of daily group discussions
• Significantly more complex with respect to the acoustics, linguistics, and 

interspeaker dynamics.

• Improvements:
• Increase the training data amount to 1500 hours
• Merge two channel outputs were merged when a single active speaker 

was judged to be present
• we used single speaker signals corrupted by background noise as a 

training target



Experiments



Conclusion

• We investigated the use of Conformer for continuous speech 
separation and achieve the state of the art on LibriCSS dataset for 
both the single-channel and multi-channel settings.

• We successfully achieve significant gains in the real meeting 
scenario, by introducing several methods (training data 
enlargement, mask merging scheme, and training target corruption) 

• We explore chunk-wise processing to enable the Transformer 
family model to do streaming speech separation and enable the 
self-attention module to consider the history information 
beyond the current chunk with the previous state reused. 
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