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* Bold letters indicate significant improvement (P < .05) compared to Baseline.
(Significances were estimated with Wilcoxon Signed-Rank test)
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Proposed Method

Baseline

Dataset

• EDF: 39 healthy subjects

• ISRUC: 100 recordings from subjects with 

sleep disorders

Neural Networks

• M-11, M-18: CNN classifier for timeseries data [2]

• SORS: CNN for sleep staging from EEG signals [3]

Performance Improvements

• The auxiliary task significantly improves prediction accuracy.

Model Interpretability

• Convolutional filters learned important EEG patterns for identifying 

sleep stages. Important parts in data can be located from models.
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Background

• Sleep staging is central to sleep medicine where changes in sleep 

stages are inferred from physiological recordings like EEG and EOG.

• Sleep staging is labor-intensive since trained technicians should 

manually inspect every epoch (30s segments) and annotate sleep 

stages for eight-hour long whole-night EEG recordings.

• Several machine learning approaches have been proposed to 

automate sleep staging. Among them, deep learning models have 

shown promising results.

Challenges and Motivation

• Due to small dataset sizes, neural networks often failed to acquire 

generalizable representations.

• Neural networks are often uninterpretable whereas clinical domains 

require explanations for decisions.

• Previous studies have shown that guiding neural networks with 

domain-knowledge features can improve performances and 

interpretability [1].

• Existence of certain EEG patterns provides an invaluable cue for 

scoring a stage from EEG recordings [2].

Objectives

• We introduce an auxiliary task to guide neural networks to learn 

significant EEG patterns for sleep staging. 

• Specifically, our objective is to make neural networks to learn the 

existences of significant EEG patterns for sleep staging.

F1 scores estimated for each sleep stage and Macro averaged F1 scores

* Existence of k-complex, which consists of negative and positive peaks in EEG amplitudes, is closely 
related to N2 stage.

* Delta waves, slow fluctuations of EEG signals, are closely related to N3 stages.
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Proposed Method

Baseline

An Auxiliary task is proposed on the base loss function to model the 

existence of significant EEG patterns with the intermediate layers of 

convolutional neural networks.

Baseline Loss

Auxiliary Loss

Total Loss

From SoftMax probabilities ො𝑦𝑖
𝑐𝑙𝑠 for each class 𝑖, loss values are 

generally calculated with true label 𝑦𝑖.

𝑙𝑜𝑠𝑠𝑐𝑙𝑠 = − 

𝑖

𝑦𝑖 log ො𝑦𝑖
𝑐𝑙𝑠

On intermediate layers of CNN, global max pooling operator can be 

applied to activation values of intermediate layers, ℎ𝑙 ∈ ℛ1×𝐶×𝐿. 𝑜𝑙 ∈

ℛ1×𝐶 , an output from global max pooling, represents whether 

features corresponding to each filter exist in the input. 

On the representation vector 𝑜𝑙 , auxiliary linear classifier (𝑓𝑐𝑎𝑢𝑥) is 

attached and trained to classify stages from global max pooled 

activation values from the intermediate layer. Loss from this task 

can be calculated with predicted stages ො𝑦𝑖
𝑎𝑢𝑥 from this classifier.

𝑙𝑜𝑠𝑠𝑎𝑢𝑥 = − 

𝑖

𝑦𝑖 log ො𝑦𝑖
𝑎𝑢𝑥

Classifier on global max pooling operator guides model to learn 

characteristic features whose existence in data can provide powerful 

information for identifying each class.

Total loss during training can be stated as a weighted sum between 

baseline loss and auxiliary loss with weight parameter 𝜆

𝑙𝑜𝑠𝑠𝑡𝑜𝑡𝑎𝑙 = 𝑙𝑜𝑠𝑠𝑐𝑙𝑠 + 𝜆 ∙ 𝑙𝑜𝑠𝑠𝑎𝑢𝑥


