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MoDL (Aggarwal, 2019) Ours

39.06 ± 1.58 (0.97 ± 0.02) 45.96 ± 3.94 (0.98 ± 0.02)

CRNN (Qin, 2019) Ours

24.08 ± 0.59 (0.71 ± 0.03) 25.45 ± 0.71 (0.76 ±0.02)

PSNR (SSIM) in the format average ± std

Method

MoDL (Aggarwal, 2019) 3.10 × 10−1 9.88 × 10−5

CRNN (Qin, 2019) 2.06 × 10−6 7.71 × 10−15
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