
Error Diffusion Halftoning Against Adversarial Examples

Shao-Yuan Lo and Vishal M.Patel

Johns Hopkins University | Whiting School of Engineering | Baltimore, MD

Introduction
Error diffusion halftoning:  Floyd-Steinberg dithering Quantitative Results

Proposed Method Results

Code

Proposed Method

Acknowledgement
This work was supported by the DARPA GARD Program  
HR001119S0026-GARD-FP-052

- Although image transformation-based defenses were widely 
considered at an earlier time, most of them have been defeated by 
adaptive attacks.

- We propose a new image transformation defense based on error 
diffusion halftoning, and combine it with adversarial training to defend 
against adversarial examples. 

- Error diffusion halftoning projects an image into a 1-bit space and 
diffuses quantization error to neighboring pixels

- This process can remove adversarial perturbations from a given 
image while maintaining acceptable image quality in the meantime in 
favor of recognition.

- The proposed method can improve adversarial robustness even 
under advanced adaptive attacks, while most of the other image 
transformation-based defenses do not.

htt https:// github.com/shaoyuanlo/Halftoning-Defense

Feature Visualization

- Quantize each pixel in the raster order (from left to right, top to bottom) one-by-one, and 
spread the quantization error to the neighboring pixels. 

- Beginning with the top-left pixel, the pixel value is binarized by thresholding, then the 
quantization error is dispersed to neighboring pixels using pre-defined weights. 

- Following the raster-scan indexing scheme, the procedure continues until the bottom-right 
pixel has been transformed.
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Feature Analysis
- The quantization operation invalid the adversarial variations.

- Updating the values of the neighboring pixels repeatedly makes the adaptive attacks 
hard to identify the mapping between the original image and the corresponding halftone.

- Spreading quantization errors produces better halftoning quality and tends to enhance 
edges and object boundary in an image.

- Take both adversarial robustness and clean data performance.

- Complementary to adversarial training.

- JPEG compression

- Bit-depth reduction

- Image denoising
○ Gaussian blur
○ Mean/median filter
○ Non-local means

- …etc [1]

- Most existing image transformation-based defenses are NOT robust 
against white-box attacks [2].


