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Use of text data is expected to be effective in 

modifying attention maps.
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Deterioration level estimation using distress images for supporting inspections

General CNN [4]
✗Low interpretability

Attention Branch Network (ABN) [9] 
✔ Improved interpretability     ✗Low performance by using attention maps that do not

highlight regions related to the estimation target [12] 
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Ⅰ. Feature Extraction

Ⅱ. Generating Attention Map

Ⅲ. Final estimation
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Extracting features from the input image

and text data

Estimating deterioration levels using feature 

maps from the attention mechanism using a

correlation-aware attention map

Dataset: “Corrosion” images of road infrastructures provided by East Nippon Expressway 

Company Limited.

Distress levels: Three classes “A”, “B” and “C” in descending order of degree of distresses

The measure of performance evaluation: Macro average of f-measure (Macro-F)

Comparative methods:

CM1: AdaCos [17], CM2: ABN [9], CM3: ResNet50 [18], CM4: ResNet50 with text

Level A Level B Level C Ave.

PM 0.699 0.590 0.698 0.662

CM1 0.649 0.541 0.711 0.634

CM2 0.644 0.511 0.711 0.622

CM3 0.653 0.500 0.671 0.608

CM4 0.675 0.511 0.698 0.628

Test image PM CM2

Actual corrosion regions ✔ Both highlighted Highlighted

✗ Not highlighted

Ground truth: A Estimated level: A✔ Estimated level: B✗

Generating a correlation-aware attention map 

considering the correlation between visual 

and text features

Level BLevel C Level A

Dangerous

PM achieves the best

estimation performance. PM acquires the modified attention map by using text data.

Number: 3037

Due to the increasing number of aging infrastructures, 

engineers need to be supported for efficient inspection.

Background

Proposed method (PM): Correlation-aware ABN (CorABN)

Experimental setting Results

Need for modification of attention maps

Engineers record

text data.

Use of text data related to distresses in distress images

level

Num. of images

Training Validation Testing

A 2,178 147 155

B 1,974 142 142

C 1,816 157 154

Example of distress images (Corrosion):

Total loss function L used for training the model

Losses based on the estimated class probabilities 

from the modified attention branch and the modified 

perception branch using cross-entropy loss

The loss based on the correlation between 

transformed text features and visual features

Training CorABN with L realizes generation of 

the correlation-aware attention map and 

accurate estimation of the deterioration level 

considering the text data.

* α and β are the hyperparameters.

CorABN can use multi-modal data for 

generating a correlation-aware 

attention map and final estimation.

Macro-F of PM and CMs1-4

Actual 
distress region

Highlighted  
region by an 
attention map

In attention maps, red regions are paid 

attention and blue regions are not.
Qualitative evaluationQuantitative evaluation


