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INTRODUCTION PROPOSED METHOD
Few-shot PSM Prediction Based on Collaborative Multi-output Gaussian Process Regression (CoMOGP) [19]
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y Although gaze data should be obtained from the person for the PSM
prediction, the acquisition of those data is the burden on the person.
» The deterministic machine learning method can overfit the small
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amount of gaze data. e i - from other persons, our method
C Selected I o complements the lack of data.
By using probabilistic machine learning and gaze data obtained from ) T PSMs of person P
other persons, the few-shot PSM prediction is expected to realize. J The use of the probabilistic regression model is expected to reach the accurate few-shot PSM prediction without overfitting.
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Evaluation Index

By referring to [26], we selected 3 metrics as follows:
- Pearson’s correlation coefficient (CC) 1

- histogram intersection (Sim) 1

- Kullback-Leibler divergence (KLdiv) |

Signature, GBVS, Itti, SalGAN Baselinel, 2, FPSP-similarity
» Confirmed the effectiveness of  » Confirmed the effectiveness of
the person-specific prediction. the GPR model.

JVerified that our method was effective for the few-shot PSM prediction.
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