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OVERVIEW

EXPEREMENTS & RESULTS

Problem

✓ Too many parameters and Flops 
are needed for models

✓ Not available in small device

Goal

✓ Reduce parameters and Flops

✓ Prevent dropping Accuracy

Network Pruning

✓ A kind of model compression 
methods.

✓ Focus on filter (conv) pruning

Pruning process

✓ Training – Pruning – Finetuning

✓ In E-scratch method, finetunning

SOFTMAX ATTENTION

RELATIVE DEPTHWISE SEPARLABLE CONVOLUTION

✓ Let Fi be the i-th convolution filters (weights)

✓ Averpooling and take softmax function  

✓ Find out effectively channel importance considering all 
other channels

Proposed Method

✓ Relative depthwise seperable 
Conv

✓ Softmax Attetntion pruining

Ablation Study

Comparison

Comparison with state of the artConvolution
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✓ Basic conv
✓ 𝑊 ×𝐻 × 𝐶 × 𝐷

✓ Depth wise separable conv [2]
✓ 𝑊 ×𝐻 × 𝐷 + 𝐶 × 𝐷
✓ Consists of DepthW, PointW
✓ Not sufficient Intersection of 

channels as pointwise convolution

✓ Realtive depthwise separable conv
✓ 𝑊 ×𝐻 × 𝐷 × 2 + 𝐶 × 𝐷
✓ Enlarge channel intersection, becom 

propagation info to entire channels

✓ Prunes lots of flops and parameters
✓ The accuracy drop is very small 
✓ Outperform other state-of-the-art 

methods in terms of Flops, parameters, 
top-1 Acc.

Figure [1] parameters, flops top-1 accuracy on imagenet
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