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Introduction

In HTTP Adaptive Streaming (HAS), videos are divided into shots and then segments,

and each segment is encoded at different bitrates and resolutions referred as repre-

sentations [1].
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Figure 1. Multi-shot encoding framework for VoD HAS applications [2]

Each shot is downscaled to a set of spatial resolutions, and all are encoded at a set

of bitrates.

The low-resolution encoded shots are upscaled to the original resolution, and their

quality is compared to the original shot.

Based on these quality measures, a convex hull [3] is formed, and the optimal

resolution is selected for each bitrate for each shot.

Hence, precisely detecting shots leads to a higher Quality of Experience (QoE) or

bitrate saving.
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Figure 2. snow_mnt frames 255 to 269 (benchmark algorithm missed this shot transition)
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Figure 3. FoodMarket4 frames 498 to 556 (benchmark algorithm missed this shot transition)

Challenge in shot detection for HAS

Shots can be present in two ways:

hard shot-cuts, where a frame of one shot is succeeded immediately by a frame

from another shot.

gradual shot transitions, such as dissolve, panning, and zooming, where the

changes are accomplished gradually.

The detection of gradual changes is very difficult owing to the fact that the criteria

used to determine the significance of a change in the visual information between

two frames are subjective and hard to be described in a quantitative format.

Proposed Algorithm

Phase 1: Feature extraction: A DCT-based energy function is used to determine the

feature of each CTU i of each frame k, Hk(i) defined as:

Hk(i) =
w∑

p=1

h∑
q=1

e|(
pq
wh)2−1||DCT (p− 1, q − 1)| (1)

where w and h are the width and height of the block, and DCT (p, q) is the (p, q)th
DCT component when p + q > 2, and 0 otherwise [4]. The values of Hk(i) are
averaged to Hk for each frame, which represents the average energy per frame.

Figure 4. Hk of Tears_of_Steel sequence. Black circles denote the regions of shot transitions.

Gradient computation: We define hk as the Mean Squared Error (MSE) of the CTU

level energy values of frame k to that of the previous frame k− 1, normalized toHk.

hk =
∑M

i=1(Hk(i)−Hk−1(i))2

MHk
(2)

where M denotes the number of CTUs in frame k. We define the gradient of h per
frame, ε given by:

εk = hk−1 − hk

hk−1
(3)

Phase 2: Successive elimination:

T1 , T2 : maximum and minimum threshold for εk

Step 1: while Parsing all video frames do

if εk > T1 then
k ← IDR-frame, a new shot.

else if εk ≤ T2 then
k ← P-frame or B-frame, not a new shot.

Q : set of frames where T1 ≥ ε > T2
q0, q−1, q1: current, previous, and next frame number in the set Q

Step 2: while Parsing Q do

if q0 − q−1 > fps and q1 − q0 > fps then
q0← IDR-frame, a new shot.

Eliminate q0 from Q.

Step 3: while Parsing Q do

if q0 − q−1 > fps and q1 − q0 ≤ fps then
compare εq0 with εq when q is from the subset of Q where q1 − q0 ≤ fps
Frame q with the highest ε value← IDR-frame, a new shot.

The hard shot-cuts characterized by high εk are detected in Step 1. Step 2 and Step 3

are designed to handle fade-in, fade-outs, and dissolves. In these situations, frames

after the gradual shot-cuts are IDR coded, as the subsequent frames shall have a

better reference for encoding.

Results

We used JVET test sequences [5] to validate the algorithms on known sequences

and professionally produced UHDHDR cinematic content to validate performance

on typical multi-scene content.

Results are compared against the default shot detection algorithm in x265 [6].

Metrics used: Accuracy, precision, recall [7], and F-measure [8] to evaluate the

performance of the proposed shot detection.

”true” event: the frame is a shot boundary.

”positive” event: the detection that the frame is a shot boundary.

Actual shot-cuts: Ground truth, i.e., the number of real shot transitions determined

manually.

Table 1. Shot detection results

Video Actual Benchmark algorithm Proposed algorithm

shot-cuts Accuracy Precision Recall F-measure Accuracy Precision Recall F-measure

BigBuckBunny 10 99.88% 100.00% 80.00% 88.89% 100.00% 100.00% 100.00% 100.00%

Dinner 4 99.89% 100.00% 75.00% 85.71% 99.89% 100.00% 75.00% 85.71%

FoodMarket4 2 99.72% - 0% - 99.86% 100.00% 50.00% 66.67%

sintel_trailer 14 99.86% 100.00% 85.71% 92.31% 99.93% 100.00% 92.86% 96.30%

snow_mnt 3 99.47% - 0% - 99.65% 100.00% 33.33% 50.00%

Tears_of_Steel 13 99.93% 100.00% 92.31% 96.00 % 100.00% 100.00% 100.00% 100.00%

Busy City 11 99.64% 50.00% 18.18% 26.67% 99.87% 100.00% 63.64% 77.78%

FunOnTheRiver 12 99.60% 0% 0% - 99.80% 85.71% 50.00% 63.16%

Table 2. Detection rate statistics of the algorithms

Algorithm TPR FPR

Benchmark 53.62% 0.03%

Proposed 78.26% 0.01%
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