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❖ The performance of scene analysis 
applications using only RGB images may 
be compromised in many real life 
situations (such as nighttime or shaded 
areas).

❖ Multispectral systems use two types of 
camera sensors (RGB and Thermal) to 
provide complementary information under 
various illumination conditions.

❖ However, collecting labelled multi-sensor 
data is expensive and time-consuming.
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Multispectral scene analysis
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We rely on the 
cross-modal predictions' 
inconsistency to 
adaptively select the 
multispectral samples to be 
annotated.

Multi-sensor redundancy:
detection results from the two 
modalities are similar in most 
cases

Multi-sensor complementarity:
at least one modality is wrong 
when the detections are 
contradictory

Proposed solution: Active learning



❖ The model inference is performed on the 
unlabelled dataset to select the most 
informative samples (i.e., multispectral image 
pairs in our work).

❖ These selected samples are then sent to an 
external oracle for annotation and appended 
to the labelled dataset.

❖ The model is consequently fine-tuned on the 
labelled dataset.
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An introduction to Active learning

Active learning loop diagram

❖ The model inference is performed on the 
unlabelled dataset to select the most 
informative samples (i.e., multispectral image 
pairs in our work).

❖ These selected samples are then sent to an 
external oracle for annotation and appended 
to the labelled dataset.

❖ The model is consequently fine-tuned on the 
labelled dataset.
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Overview of the proposed model

Comparing 
multimodal prediction
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Cross-modality prediction inconsistency

where     and     denote the prediction from visible and thermal prediction branches;     is the average 
of both predictions;     is the 2-set entropy function calculated as:

For each prediction p, its inconsistency score is defined as:
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Experiments (Active VS Random)

KAIST dataset for
multispectral pedestrian detection

FLIR dataset for
multispectral object detection

TOKYO dataset for
multispectral semantic segmentation

Observation: our active strategy achieves statistically significant better performance than the 
random strategy for all multispectral scene analysis tasks.
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Inconsistency visualization (I)



9

Inconsistency visualization (II)
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Thanks for your attention
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