
Reinforced Curriculum 
Learning
FOR AUTONOMOUS URBAN DRIVING IN CARLA

Luca Anzalone (UniBo), Dr. Silvio Barra (UniNa), Prof. Michele Nappi (UniSa)

ICIP 21



Outline
Autonomous Driving

Reinforcement Learning

CARLA

Proposed Approach



Autonomous Driving



Autonomous Vehicles: Sensors
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Markov Decision Processes (MDPs)

• Environment = MDP

• MDP 𝑀 = 𝑆, 𝐴, 𝑃, 𝑟, 𝛾 :
• 𝑆: state space
• 𝐴: action space
• 𝑃(𝑠′ ∣ 𝑠, 𝑎)
• 𝑟: 𝑆 × 𝐴 → R
• 𝛾 ∈ (0,1]: discount factor

• Transition (𝑠, 𝑎, 𝑠′, 𝑟)
• Trajectory 𝜏 = (𝑠𝑡 , 𝑎𝑡, 𝑠𝑡+1, 𝑟𝑡) 𝑡



Performance
Objective

Difficult to maximize directly!

Sampling is involved: 
• High-variance, 
• Unstable.

𝜌(𝑠1) = initial state 
distribution.

Trajectory 𝜏 =
(𝑠1, 𝑎1, 𝑠2, 𝑎2, 𝑠3, … , 𝑎𝑇−1, 𝑠𝑇)
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Reinforced Curriculum Learning



Reinforced Curriculum Learning
Combine Deep Reinforcement Learning with Curriculum Learning! 

Curriculum learning guides agent training.

Training is divided into five stages of increasing difficulty:
◦ Same map (town03) and same vehicle.

◦ Start from few fixed spawn locations.

◦ No, regular, dense traffic: up to 100 vehicles and 200 pedestrians.

◦ Change weather conditions: day/sunset/night, clear/cloudy/rain.

◦ Data augmentation.

Reinforcement learning further improves policy at each stage.

Bengio et al. Curriculum Learning (2009)

Per stage: 500 episodes, 
512 timesteps ⇒
5x1.28M timesteps.



Reward Function

𝑐𝑝: collision penalty,

𝑑𝑤: distance to next waypoint 𝑤,

𝑣𝑠𝑖𝑚: cosine similarity with vehicle heading and 𝑤.

𝑠𝑙𝑖𝑚𝑖𝑡: current speed limit,

𝑣𝑠𝑝𝑒𝑒𝑑: actual vehicle speed.



Observation Space
Stack of four tensors in time: a tensor is stacked after discarding three frames.

The observation 𝒐𝒕 = 𝑰, 𝑮, 𝑽,𝑵 𝒌 𝒌=𝟏
𝟒 :

◦ Image I: shaped 90 × 360 × 3; is the concatenation of three 90 × 120 × 3 RGB 

images from left, middle and right camera sensors.

◦ Road features G (9-dimensional): is intersection, is junction, is at traffic light, speed 

limit, and traffic light state (5-dimensional one-hot encoded).

◦ Vehicle features V (4-dimensional): similarity (i.e., cosine similarity between heading 

direction and next route waypoint), speed, throttle, and brake values.

◦ Navigational features N (5-dimensioal): vector of five distances from current vehicle 

location to next five waypoints.



Image Augmentations
Color distortion, Gaussian blur, Gaussian 

noise, salt-and-pepper noise, cutout, 
and coarse dropout.



Agent Architecture



Base-Exponent Value Decomposition



Regress Base 𝑏



Regress Exponent 𝑒





Sign-preserving Advantage Normalization

Normalizes negative and 
positive advantages separately
⇒ sign is preserved.

If values ො𝑣𝑡are not accurate, advantages 𝐴𝑡
will be large!

Remember:



Small scale!



Results
PROPOSED DRIVING AGENT



Consistent results across towns!



Town02 daytime



Town07 evening



Town07 sunset
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